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Foreword

In spite of its generally low density, the medium between the stars plays a very
important role in astrophysics. Stars are born from this interstellar matter when it
undergoes gravitational collapse. During their lifetime and in particular in the final
stages of their evolution, the stars return matter to the interstellar medium. This
material is enriched in heavy elements arising from the thermonuclear processes
that occurred inside the stars. New stars form from the interstellar matter that has
been enriched by previous stellar generations. The evolution of the Universe is
thus characterized by a continual mass exchange between stars and the surrounding
medium. Mass exchange also takes place between the interstellar medium of galaxies
and the intergalactic medium.

The interstellar matter consists of atomic, molecular and ionized gas at various
temperatures, and also of dust grains which contain a large fraction of the elements
heavier than hydrogen and helium. These grains are formed in the circumstellar
shells around stars at the end of their lifetime. They are also continuously destroyed,
altered and reformed in interstellar space. Interstellar grains play two important
roles. Firstly, they absorb a large fraction of the photons emitted by stars and reemit
the corresponding energy thermally as mid- and far-infrared photons. Secondly,
molecules form on the surfaces of interstellar grains, in particular the most abundant
hydrogen molecule H2. Interstellar physics and chemistry differ markedly from
those of terrestrial laboratories due to the very different conditions. The elementary
processes are often more visible in interstellar space because of the low densities.
The study of the interstellar medium is thus of fundamental interest for understanding
and elucidating these basic processes.

The purpose of this book is to describe interstellar matter in our Galaxy in all of its
various forms, and to consider the physical and chemical processes that are occuring
within this matter. Like the authors, the reader will come up with difficulties related
to the extreme complexity of the interstellar medium, which makes impossible
a linear description. Moreover, our very conception of this medium experiences
a deep evolution at the time of writing, as we progressively realise that it is most
often turbulent and out of equilibrium. However, we do not yet know enough on this
to find it necessary to abandon the relatively simple concepts that have governed its
study up to now. These concepts stay at the basis of this book, and their pedagogical
value will stand for a long time.



VIII Foreword

The first seven chapters of this book present the various components making
up the interstellar matter and detail the ways that we are able to study them. The
following seven chapters are devoted to the physical, chemical and dynamical pro-
cesses that control the behaviour of interstellar matter. This includes the instabilities
and cloud collapse processes that lead to the formation of stars. The last chapter
summarizes the transformations that can occur between the different phases of the
interstellar medium.

This book is written for graduate students, for young astronomers and also for re-
searchers who develop an interest in the interstellar medium. It may seem somewhat
ambitious to write a new handbook after the classic text by Spitzer, Physical pro-
cesses in the interstellar medium [490]. However, since this book appeared a quarter
of a century ago there have been quite a number of new developments. It has been our
experience that Spitzer’s book, although very pedagogical, is somewhat concise and
sometimes difficult for the non-specialist to follow. In this book we have reproduced
some of Spitzer’s demonstrations, but often with more detail in order to help the
reader to better follow the subject under consideration1.

We choose to focus on methods rather than results, because methods evolve
relatively slowly with time while results may become obsolete rather fast. We cannot
pretend to completeness in such a complex domain, but we hope to have succeeded
in providing the reader with the main tools that are required for a successful approach
to interstellar matter. To this end, we give tables containing useful data and a large
number of references to research papers. These references have been selected mainly
for their pedagogical interest. They are not complete in any way: this book is not
a review and cannot give credit to all scientists who developed the field and paved
the way for future generations. The illustrations in the text are generally reproduced
from research articles. We have also gathered a large number of colour plates which
illustrate the wide variety of aspects of the interstellar medium.

In general we use the c.g.s. system of units, rather than the International System
(S.I.) m.k.s. This may seem old-fashioned, but the vast majority of the research
papers that the reader will consult make use of the c.g.s. system. A conversion table
between the two systems is printed at the end of the book, as well as tables giving
the most useful constants and physical quantities.

We heartily thank the colleagues who read and criticized the manuscript: Patrick
Boissé, François Boulanger and Guillaume Pineau des Forêts, and especially Lau-
rent Verstraete for his pertinent and constructive criticisms. We also thank several
colleagues who supplied us with illustrations, in particular Jean-Charles Cuillandre
from the Canada–France–Hawaii Telescope Corporation. We wish to express our
gratitude to the NASA Astrophysics Data System (ADS), which has been of great

1 After publication of the original french edition of our book, another textbook on the same
subject has appeared: Dopita M.A., Sutherland R.S. 2003, Astrophysics of the Diffuse
Universe, Springer Verlag, Berlin. The two books are rather different, thus complementary:
the latter puts more emphasis than ours on the atomic physics and on the results, but
does not treat of high-energy and turbulent phenomena and does not cover in detail the
photodissociation regions.



Foreword IX

help in our bibliographical searches. Finally, we have enormously appreciated the
help of Anthony Jones who revised the manuscript.

Charles Ryter thanks the Service d’Astrophysique of the CEA and his director,
Laurent Vigroux, for hospitality during the redaction of this book.

Paris, March 2004 James Lequeux
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1 Our Galaxy, Host of the Interstellar Medium

Just as any galaxy, our own Galaxy1, the Milky way, is a complex system of stars,
gas and dust particles (see Plate 1 for a spiral galaxy seen face-on and Plate 2 for
a collection of images of the Milky way at various wavelengths). These elements are
bathed in a magnetic field, subject to radiation covering the entire electromagnetic
spectrum, and exposed to neutral and charged “cosmic-ray” particles of all energies.

Galaxies are bound by their own gravity and their various components interact
strongly, exchanging mass, momentum and energy. For such a complex system it is
not possible to give a linear description in which the various elements can be analysed
one by one. The description can only be given by a series of approximations. Here,
there is not only a difficulty with the presentation, but also a genuine intellectual
difficulty. For many problems a star can be considered as an isolated system. A whole
galaxy like ours can also be considered as an isolated system, as a first approximation,
but this system is considerably more complex than a star. This leads us to consider
simpler sub-systems like star clusters, interstellar clouds, etc., that we may attempt
to describe by models in which the interactions with the rest of the Galaxy are
considered as limiting conditions. These conditions are themselves described by
models that isolate, to various degrees of approximation, other sub-systems. As
a result, our knowledge of the physics of the Galaxy and in particular the central
problem of star formation, progresses only through iterations in a description which,
crude as it is, must however be global. At each step, new observations and a better
understanding of any sub-system can modify this global picture and the description
of the other sub-systems.

The very nature of astronomy, an observational science in which direct experi-
ment is almost invariably impossible, prevents testing the validity of any mechanism
that aims at explaining a set of observations. This is only possible in experimental
physics. Most often, we cannot even have recourse (as is the case for stellar physics)
to a statistical analysis of relatively homogeneous families of objects, for which we
hope that a single parameter dominates the observed variations. In fact, the property
we want to describe depends most often on the environment.

We will thus be forced to give, with little justification, numerical values for some
parameters. The confidence, or doubts, that we may have in these values, and more
generally in the basic mechanisms, depends on the extent of our understanding of the

1 In this book, we always write Galaxy with a capital G for our Milky way, in order to avoid
confusion with other galaxies.
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whole Galaxy. It is only through the consistency of a complex ensemble of unrelated
observations that we can be convinced of their strength.

1.1 Our Galaxy: Orders of Magnitude

The Galaxy is a self-gravitating system. Its most conspicuous structure is a rotating
stellar disk. The radius of this system is about 20 kpc (kiloparsec; 1 parsec =
3.08×1018 cm). Its thickness is a few hundreds of parsecs. The Sun is 7–8 kpc from
the centre of the Galaxy and revolves around this centre with a linear velocity of 180–
200 km s−1. These numbers are still somewhat uncertain: for a recent discussion see
Olling & Merrifield [388]. The revolution period for the regions of the disk located
at the solar radius is of the order of 240 million years.

To this disk is added a spheroidal system, not particularly flattened, that extends
farther than the disk. Its central part, the bulge, is very luminous within a radius of
2 kpc, but its outer parts, the halo, are of low brightness.

All these stellar systems can be considered as collisionless. The time between
successive collisions is in effect

τ = (nσv2πR2)−1 = 1028
(

n

pc−3

)−1 (
R

R�

)−2 (
σv

km s−1

)−1

s, (1.1)

where n is the number density of stars, R their average radius, σv their velocity
dispersion and R� = 6.955 × 1010 cm is the radius of the Sun. In the solar neigh-
bourhood, n < 1 pc−3 and σv is of the order of 10–30 km s−1. The typical collision
time is then 1010 times the age of the Galaxy, which is of the order of 3 × 1017 s.
Even in the central parsec of the Galaxy, where the density is 107 times higher, the
collision time is still very large.

To a first approximation, the Galaxy can be considered as a closed system as far
as matter exchanges with the surroundings are concerned. Such exchanges indeed
seem to exist, but they do not lead to important mass variations on time scales much
shorter than the age of the Galaxy. On the other hand, the Galaxy exchanges energy
with the external world as electromagnetic radiation and neutrinos. The total radiated
energy is of the order of 4 ×1010 L�( L� = 1 solar luminosity = 3.85 × 1026 W =
3.85 × 1033 erg s−1).

The stars of the galactic disk have small velocities with respect to the bulk
rotation velocity around the centre. We can derive the distribution of mass, and
the total mass of the Galaxy, from a study of the variation of the rotation velocity
with galactocentric radius. Neglecting the random motion of the stars with respect
to rotation, a justified approximation except for the bulge, we can write that the
centrifugal force is just balanced by gravity. Assuming for the moment spherical
symmetry, this yields

M(< R) = Rv(R)2/G, (1.2)
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or numerically

M(< R) = 2.32 × 105
[

v(R)

km s−1

]2 (
R

kpc

)
M�, (1.3)

R being the galactocentric radius, M(< R) the mass inside R, v(R) the rotation
velocity at radius R and G the constant of gravitation.

Actually, the mass is not distributed according to spherical symmetry. If we con-
siders a more realistic model with an infinitely thin disk plus a spherical distribution
of mass, we can show that the mass within a radius R is 0.6 to 1.0 times the mass
given by the above expression (Lequeux [315]). At large R, the distribution of mass
becomes close to spherical and this expression is sufficient.

The total mass of the Galaxy is estimated to be MG � 1.7 × 1011 M� within
a radius of 20 kpc. Outside this there are essentially no stars. However mass increases
with radius at larger radii. We cannot measure the rotation velocity of the disk
beyond 30 kpc, but the dynamics of globular clusters and of satellite galaxies implies
that mass extends even further. The total mass of the Galaxy is poorly known but
is probably greater than 1012 M� (see e.g. Kulessa & Lynden-Bell [291]). The
mass/luminosity ratio inside a radius of 20 kpc is

MG/LG � 5M�/L�, (1.4)

but this ratio increases to at least 30 if the total mass of the Galaxy is considered.
These values should be compared to the mass/luminosity ratios of stars that are
given roughly by

M/L � (M/M�)−2,5, (1.5)

for stellar masses lower than about 15 M�. The average mass/luminosity ratio of the
Galaxy is thus considerably larger than that of its component stars, which have an
average mass of the order of 1 M�. We conclude that most of the mass of the Galaxy
is contained in non-luminous matter, dark matter, which is generally considered to
be distributed in a system with little flattening. The contribution of dark matter to
the mass of the disk near the Sun is rather small, but it dominates the total mass at
larger radii. Despite many efforts, the nature of this dark matter is still essentially
unknown.

The medium between the stars – the interstellar medium – the subject of this
book, is made of gas and dust that are generally considered to be well mixed. To
zero order we may consider, in a very schematic way, that the gas exists as several
distinct components. These components are designated according to the form taken
by hydrogen which makes up 70% of the mass. The properties of these components
are summarized in Table 1.1. In reality, the components are partly mixed and are
strongly perturbed by winds from massive stars, supernova explosions and other
phenomena. As a consequence, random macroscopic motions are important.

Most of this matter is confined in the disk, but some exists in the halo which
contains, in particular, an important fraction of the hot gas. Some of these phases
are more or less in pressure equilibrium. For the hot and warm atomic phases, the
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Table 1.1. Components of the interstellar medium in the Galaxy. This is a very schematic
classification. The total masses of these phases are uncertain. What we give are essentially
masses proportional to the fractions of these phases within a few kpc around the Sun. The
observational separation between the warm atomic medium and the diffuse ionized medium
is somewhat problematic.

Phase Density Temperature Total mass
cm−3 K M�

Atomic (H i) Cold � 25 � 100 1.5 × 109

Warm � 0.25 � 8 000 1.5 × 109

Molecular (H2) ≥ 1 000 ≤ 100 109?
Ionized H ii regions � 1 − 104 � 10 000 5×107

Diffuse � 0.03 � 8 000 109

Hot � 6 × 10−3 � 5 × 105 108?

pressure P is such that P/k = nT � 5–20 ×103 K cm−3. Conversely, the pressure
is considerably higher inside ionized nebulae (H ii regions) and molecular clouds.
H ii regions are not confined by their own gravity or by that of the stars they contain,
and are therefore undergoing expansion. On the other hand, molecular clouds are
maintained by their own gravity and by external pressure. The interstellar medium
takes part in the galactic rotation and is also agitated by random motions with a 1-
dimensional velocity dispersion of 6 to more to 10 km s−1, depending upon the
component.

The total mass of the interstellar medium is of the order of 5% of the total stellar
mass and of the order of 0.5% of the total mass of the Galaxy, which is dominated by
dark matter. The composition by mass of the medium is 70% hydrogen, 28% helium
and about 2% heavy elements. C, N, O, Mg, Si, S and Fe are the most abundant heavy
elements (see Table 4.2). The heavy elements are distributed differently between
the gas and the dust grains depending upon the physical conditions. In molecular
clouds, the atoms assemble into molecules, with the exception of the noble gases.
The “molecules” form a continuum of sizes from diatomic molecules to grains with
diameters larger than 0.1 µm, with intermediate clusters containing hundreds of
atoms.

The external physical factors which influence the interstellar medium will be
detailed in Chap. 2. Here is a short summary.

The electromagnetic radiation contains photons of all energies. In the solar neigh-
bourhood its total energy density is about 1 eV cm−3 = 1.6 × 10−12 erg cm−3. To
this, we must add an energy density of 0.26 eV cm−3 corresponding to the blackbody
radiation of the Universe. However, this radiation is at millimetre and submillimetre
wavelengths and interacts relatively weakly with the interstellar medium. The “or-
dinary” electromagnetic radiation is dominated by the ultraviolet (UV) and visible
light and also by strong radiation in the mid- and far-infrared (IR). The intensity and
spectral energy distribution of this radiation varies with the location.
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The magnetic field is on average of the order of 5 microgauss (µG). It is partly
organized at the galactic scale, but in general the irregular component dominates.
The mean magnetic energy density is of the order of 1 eV cm−3. The field is larger
in denser regions of the interstellar medium.

Cosmic rays are high-energy, mostly relativistic particles, which propagate
through the gas with little interaction except at low energies (a few tens of MeV
at most). At a given energy there are about 100 times more protons than electrons,
and heavier particles are rare. The total energy density of cosmic rays is about
1 eV cm−3.

It is of interest to note that the energy densities of photons, magnetic field,
cosmic-ray particles and random motions of the interstellar medium are similar, and
are of the order of 1 eV cm−3 in the vicinity of the Sun. In the cold neutral phase, the
motions are generally supersonic and correspond to a non-thermal kinetic energy far
greater than the thermal energy of the gas. The coincidence between these different
forms of energy is not fortuitous, but results from efficient energy transfer between
them. In any case, this equality does not allow us to neglect any of these forms of
energy when studying the physics of the interstellar medium. There are exceptions,
fortunately, for example the physics of H ii regions is dominated by the radiation of
the exciting stars.

1.2 Stellar Populations

1.2.1 Generalities

A stellar population can be defined as an ensemble of stars sharing the same age,
the same chemical composition and the same average kinematic properties. It can
contain stars with very different masses. Stellar populations are important for studies
of the structure of our Galaxy, which is directly related to its kinematics thus to its
dynamics. They can also be used to study the temporal evolution of the Galaxy
which is, in part, linked to the age and chemical composition of stars. The notion of
stellar populations was introduced in 1944 by Baade in his comparative study of the
Galaxy and the closest major spiral galaxy, the Andromeda galaxy M 31.

Baade’s Population I is the major population in the disk. It contains massive,
young stars. Thanks to their ultraviolet radiation, strong winds and final explosion
as supernovae at the end of their lives, massive stars are those that most affect the
interstellar medium. The lifetime of a star is related to its mass by the approximate
relation t � 1010(M/M�)−2.5 year. The lifetime depends less on mass for stars
more massive than 10 M�and is about 3×106 years for the most massive stars
known (mass somewhat larger than that 100 M�). The kinematics of Population I
stars is dominated by the rotation of the galactic disk. Their velocity dispersion is
less than 30 km s−1, and is only 6–7 km s−1for the youngest stars. The metallicity
of these stars (the abundance of the heavy elements, or “metals”, with respect to
hydrogen) is large, and they present a wide dispersion in age.
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Baade’s Population II is characterized by a large velocity dispersion, ≥ 100 km
s−1, and is an old population. Its metallicity is variable, but generally small. It is
distributed with an approximate spherical symmetry and constitutes the halo of the
Galaxy. It is now generally considered that the stellar halo was built up through the
successive captures of dwarf spheroidal galaxies by the Galaxy.

This classification is somewhat schematic and must be looked at more carefully,
considering the disk and the spheroidal components of the Galaxy separately.

1.2.2 The Disk Populations

Studies of disk stars show that their formation has taken place throughout the lifetime
of the Galaxy. There is a statistical relation between age and metallicity of disk stars.
It obviously reflects the chemical evolution of the Galaxy, which results from the
cycle, interstellar medium → stars → interstellar medium → . . . , with a progressive
enrichment in the heavy elements synthetized and ejected by stars. This enrichment
was much faster in early stages of galactic evolution than it is now. Also, the velocity
dispersion of stars is statistically higher for older stars. The origin of this variation
is still somewhat controversial, but the majority of astronomers tend to believe that
the thickness of the disk has decreased since its formation. The stars formed long
ago are in a thicker disk and must have acquired a larger velocity dispersion in order
to balance the gravitational attraction of the disk.

We will now calculate the vertical density distribution ρi(z) of stars of species i,
perpendicular to the galactic plane. We assume that these stars make an homogeneous
isothermal ensemble, with a velocity dispersion perpendicular to the plane σi =
〈v2

z 〉1/2. The Poisson equation is

∇2Φ = ∇ · K = −4πGρ, (1.6)

where Φ is the gravitation potential, K the gravitation force, ρ the total density and
G the constant of gravitation2. Since the Galaxy is approximately axisymmetric, we
can use a cylindrical coordinate system (R, φ, z), so that

1

R

∂

∂R
(RK R) + ∂Kz

∂z
= −4πGρ. (1.7)

The rotational velocity is given by v2/R = −K R, and (1.7) can be written as

ρ = − 1

4πG

(
∂Kz

∂z
− 1

R

∂v2

∂R

)
. (1.8)

Observation shows that near the Sun the rotational velocity is almost independent
of R, so that the second term is negligible with respect to the first, and

ρ � − 1

4πG

∂Kz

∂z
. (1.9)

2 We neglect here for the moment the dark matter, that we assume to make only a small
fraction of the mass of the disk near the Sun. But see later in this section.
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Kz is a negative quantity (a return force). In the gravitation field of the disk a star
executes periodic oscillations about the galactic plane. The perpendicular velocity
vz(z) at altitude z is dependent upon the velocity at z = 0, vz(0), through the
conservation of the total energy

v2
z (z) = v2

z (0) + 2
∫ z

0
Kz(z

′) dz′. (1.10)

Assuming a maxwellian distribution of stellar velocities in the galactic plane, we
obtain for population i

ρi[0, vz(0)] = ρi(0)
1

(2π)1/2σi
exp

[
−v2

z (0)

2σ2
i

]
, (1.11)

where ρi(0) and ρi[0, vz(0)] are, respectively, the total density of stars of type i
and their density at velocity vz(0) in the plane. σi is their velocity dispersion. If the
distribution of stars is “well-mixed”, i.e. if there are as many stars moving toward
the galactic plane as stars moving away, the Liouville theorem implies

ρi[z, vz(z)] = ρi[0, vz(0)]. (1.12)

Combining the three preceding equations, we get

ρi[z, vz(z)] = ρi(0)
1

(2π)1/2σi
exp

[
−vz(0)2

2σ2
i

+ 1

σ2
i

∫ z

0
Kz(z

′) dz′
]

, (1.13)

then, integrating over velocity,

ρi(z) = ρi(0) exp

[
− 1

2σ2
i

∫ z

0
Kz(z

′) dz′
]

, (1.14)

the hydrostatic equilibrium equation, which is the solution to our problem.
If we can measure the velocity dispersion and the vertical distribution of a stellar

population, we can estimate Kz(z) or Φz(z). The form of this potential is not simple,
so that the actual distribution of ρi(z) is neither exponential nor gaussian, although
it is often assumed to simplify to an exponential. A more correct approximate
expression is

ρi(z) = ρi(0)

2z0
sech2

(
z

2z0

)
, (1.15)

where z0 is a scale height.
The Poisson equation allows us to calculate the total density in the plane

ρ(0) = 1

4πG

∂2Φ

∂z2
, (1.16)

as well as the projected density on the disk. We may compare the local density
determined in this way to the sum of the densities of the different stellar populations
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and of the interstellar medium. The difference, if real, gives the contribution of dark
matter. A recent work in this field is due to Crézé et al. [107], who used data obtained
with the HIPPARCOS satellite to derive the density law ρi(z) of a certain type of
stars (the A stars) and also their velocity dispersion σi , then

ρ(0) = (0.076 ± 0.015)M� pc−3, (1.17)

to be compared with a density of about 0.043 M� pc−3 for all types of stars and
stellar remnants. The difference can be due to dark matter, to interstellar matter, or
to both. We know that the density of interstellar medium is very small within 100 pc
of the Sun (Sfeir et al. [466]), due to the existence of the Local bubble that will
be discussed later. This is the region studied by Crézé et al. [107]. Their result is
therefore not in contradiction with the presence of a non-negligible quantity of dark
matter near the Sun. However the above equations cannot yield its distribution.

The vertical velocity dispersion is about 6 km s−1for the youngest stars (O
and B stars, cepheids, supergiants), and increases to 8 km s−1for A stars, 11 km
s−1for F stars, 21 km s−1for G–M dwarfs and 16 km s−1 for cold giants (see e.g.
Binney & Merrifield [41]). The corresponding scale heights are uncertain given the
uncertainties in the vertical force Kz(z). Here we will define the height scale h as
for a gaussian distribution, a good approximation for the thinnest systems

ρ(z) = ρ(0) exp(−z2/2h2). (1.18)

h is of the order of 80 pc for the youngest stars and increases with increasing
age of the stars, reaching some 300 pc for the oldest disk stars.

1.2.3 The Bulge and the Halo

These spheroidal components are less interesting for us since we are concerned with
interstellar matter. Their rotation is slow and they are essentially supported against
gravity by their large stellar velocity dispersion. The density of the stellar halo varies
approximately as R−3.5 and its total luminosity is about 4 × 107 L�in the visible,
a very small number when compared to the luminosity of the disk, about 7×109 L�.

Dark matter may also be spherically distributed in a system, also called the
dark halo although this may be confused with the stellar halo. If the dark matter
distribution is indeed spherical, then the constancy of the linear rotation velocity of
the disk at large galactocentric radii implies that the mass M(< R) inside radius R
is proportional to R. At large radii the mass is dominated by dark matter and the
density of this matter varies as R−2, i.e. more slowly than the density of halo stars.
The mass of such a distribution diverges at infinity, so that it must be truncated at
some distance from the galactic centre. In any case, we saw earlier that the total
mass of the Galaxy is at least 1012 M�, and is largely dominated by dark matter.
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1.3 Distribution of Interstellar Matter

We can directly measure the distance d to stars through their geometrical parallax.
Presently an accuracy of (d/10 pc) % is possible with the HIPPARCOS satellite.
Other methods allow an indirect determination of stellar distances. For example,
the most widely used method consists of comparing the apparent magnitude m
with the absolute magnitude M obtained from the spectral type and photometry.
The magnitude is a logarithmic measure of the energy E received from the star at
the Earth, and is defined as m = −2, 5 log E + const. By definition, the absolute
magnitude M is equal to the apparent magnitude of the star placed at a distance of
10 pc and observed in the absence of extinction. This is an intrinsic quantity of the
star. If there is extinction, we can write

m − M = 5 log

(
d

10pc

)
− A, (1.19)

where A is the extinction at the considered wavelength, expressed in magnitudes.
It is unfortunately impossible to determine the distance of interstellar matter in

this way. If interstellar matter can be associated with particular stars, for which the
distance is measurable, we can obtain its distance. This is the case for H ii regions for
which the ionizing stars are known. For neutral, absorbing clouds (the dark clouds),
we can determine the distance to unabsorbed stars seen in front of such clouds, i.e.
stars unextinguished by the cloud. The distances to the main dark clouds around
the Sun have been determined using this method, e.g. the distance to the Taurus, ρ

Ophiuchi or Chamaeleon clouds. If this means is not possible, the only available
method is to use the radial velocity of the gas, obtained through observations of an
emission or absorption line. This is the kinematic distance method that we will now
briefly describe.

The rotation of the galactic disk, which contains most of the interstellar medium,
is not that of a solid body. Instead, differential rotation occurs and each point along
a line of sight in the plane of the disk generally has a different radial velocity. It is
convenient to take as the origin for the radial velocities a point coinciding with the
Sun but moving with the local rotation of the disk. This point is called the Local
Standard of Rest (LSR) . Letting Θ and Θ0 be the respective linear rotation velocities
of point P and of the LSR, l be the galactic longitude of P and R its distance from
the galactic centre (Fig. 1.1), the radial velocity of P with respect to the LSR is

vrad = Θ sin(l + β) − Θ0 sin l = R0

(
Θ

R
− Θ0

R0

)
sin l = R0(ω − ω0) sin l, (1.20)

where R0 is the distance of the Sun from the galactic centre and ω the angular
rotation velocity. If point P is not far from the Sun, we can write, to first order

vrad � −2A(R)(R − R0) sin l, (1.21)
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Fig. 1.1. The differential rotation of the Galaxy. S is the position of the Sun, C that of the
galactic centre and P is the point under consideration. The other quantities are defined in the
text.

defining

A(R) ≡ −1

2
R

dω

dR
= 1

2

(
Θ

R
− dΘ

dR

)
, (1.22)

one of the two Oort parameters. The other Oort parameter is

B(R) ≡ −1

2

(
Θ

R
+ dΘ

dR

)
. (1.23)

We can also write
vrad � −rA(R0) sin 2l, (1.24)

r being the distance of point P, which shows that the radial velocity is zero at
longitudes 0, 90, 180 and 270 degrees.

We can easily find that the proper motion (lateral apparent displacement of point
P) is numerically given by

µ = A(R0) cos 2l + B(R0)

4.74
arc second per year. (1.25)

If the galactic latitude b of point P is not zero, we have to multiply the values of
vrad obtained above by cos b.

The local value of the Oort parameters is still poorly known given the uncertainty
in dΘ/dR. We have A(R0) = 11–15 km s−1 kpc−1 and B(R0) = −(12–14) km
s−1 kpc−1. For a recent discussion see Olling & Merrifield [388].

The kinematic distance method is thus uncertain, not only by virtue of the
uncertainty in the Oort parameters, but also because the radial velocity falls to zero
at some galactic longitudes and because there are local systematic departures from
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pure rotation. At best, there is an uncertainty of about 0.5 kpc. Moreover, there
is a distance ambiguity for half of the galactic disk: a given radial velocity can
correspond to two possible distances. Unfortunately this method is the only one
that can be used to map the distribution of neutral hydrogen H i from 21-cm line
velocities. For molecular clouds, and even more so for H ii regions the situation is
more favorable because they are often associated with young stars for which distances
can be measured more accurately through photometry (Russeil et al. [443]).

Figure 1.2 is a map of the concentrations of ionized gas (H ii regions) in the
Galaxy. We do not show similar maps for the neutral components because the
kinematic distances are too uncertain. and molecular gas in the galactic disk. The
radial distribution of the ionized gas is not very different from that of the molecular
gas (see Fig. 2 of Smith et al. [477]). These different components do not have
the same scale height perpendicular to the galactic plane. H ii regions follow the
distribution of the very young and hot ionizing stars and have the same scale height
of 80 pc at half-density (Guibert et al. [214]). There is also diffuse ionized gas partly
associated with atomic gas, for which the scale height reaches 1 kpc (Reynolds et
al. [430]). Molecular gas, from which the stars form, has a similar distribution to

Fig. 1.2. Outline of the spiral structure of the Galaxy. The symbols correspond to H ii regions
with known distances, the size of the symbol indicating the relative stellar ultraviolet fluxes
that ionizes the gas. The position of the Sun, assumed here to be at 8.5 kpc from the galactic
centre (position 0,0) is represented by a triangle. The best fit to the positions of the H ii regions
is a 4-arm logarithmic spiral. By kind permission of Delphine Russeil (see [443]).
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Fig. 1.3. Radial distribution of the atomic and molecular components of interstellar matter in
the Galaxy, averaged over concentric rings. The distance of the Sun from the galactic centre
(R0) is taken to be 8.5 kpc. The emission from the central regions is not displayed. The
surface density of the molecular component was obtained from observations of CO molecules
assuming a conversion factor X of 2.3 × 1020 mol. cm−2 (K km s−1)−1 (see (6.26)). This
factor, hence the amount of molecular gas, is probably overerestimated (cf. Sect. 6.3). From
Binney & Merrifield [41], reprinted by permission of the Princeton University Press.

young stars (velocity dispersion � 6 kms) and thus the same thickness, but there also
exists a faint molecular disk about 3 times thicker (Dame & Thaddeus [112]). For
H i, we must distinguish the relatively cold gas with a velocity dispersion of about
9 km s−1 and a scale height of about 210 pc (Malhotra [346]), similar to that of
the thick molecular disk just mentioned, from a warmer, more diffuse, component
which makes an even thicker disk (Falgarone & Lequeux [169]; Dickey & Lockman
[124]). In Sect. 2.2, we will present an example of the determination of the scale
height of the gas.



2 Radiations and Magnetic Fields

The interstellar medium is a semi-open medium, i.e., in weak interaction with the
external world. Its energy sources are multiple: stellar radiation, high-energy parti-
cles, and mechanical energy from supernovae, stellar winds and differential rotation
of the Galaxy.

In this chapter we examine the radiation fields that affect interstellar matter.
The high-energy cosmic particles have some influence on the physics of interstellar
matter, but will not be examined before Chap. 6. Incidentally, these cosmic particles
have improperly, and for historical reasons, been called cosmic rays or cosmic
radiation. The sources of mechanical energy will be discussed in Chapters 10 to
14 together with the dynamics of the interstellar medium. For practical reasons, the
last section of the present chapter will deal with the interstellar magnetic fields and
their measurements. Although the magnetic fields are produced by electric currents
which circulate in the interstellar matter, it is often convenient to consider them as
external parameters, like radiation fields. This is why we discuss them in the present
chapter.

Plate 2 shows images of the Galaxy at different wavelengths. The reader might
be interested in viewing these pictures in order to illuminate the present and the
following chapters.

2.1 Radiation Fields

The interstellar medium is bathed in electromagnetic radiation which include: the
galactic radiation field coming directly from stars, photons produced by secondary
processes in the interstellar medium itself, and extragalactic radiations emitted by
other galaxies and by the Universe as a whole (the blackbody radiation at 2.726 K).
Let us first discuss briefly the extragalactic radiation, which does not greatly affect
the interstellar medium.

2.1.1 Extragalactic Radiation

The energy density of the blackbody radiation of the Universe is 0.26 eV cm−3,
a considerable number. However, given its temperature (2.726 K) this radiation is
at submillimetre and millimetre wavelengths where the interstellar medium is very
transparent and its effects are very limited. However, it may play a role in the
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population of the rotational levels of interstellar molecules because many of them
have transitions in this wavelength range. We will see an example of this later in
Sect. 3.2.

The radiation originating in other galaxies and in the intergalactic medium is
considerably fainter and can be neglected in the galactic plane. Its energy density is
2.7×10−14 erg cm−3 or 0.017 eV cm−3, of which 2/3 are in the mid- and far-infrared
at λ > 6 µm (Puget & Guiderdoni [418]). However, the ultraviolet (UV) and X-ray
components of this radiation field probably have a large influence on the galactic

Fig. 2.1. The spectral energy distribution of the extragalactic backgound radiation. The quan-
tity νIν is plotted as a function of frequency, where Iν is the brightness of the sky outside the
terrestrial atmosphere at frequency ν. The interest in using νIν = λIλ, rather than Iν , is that
this quantity, when considered in any given logarithmic interval of frequency (or wavelength),
represents the total energy in this range. The cosmologic radiation at 2.726 K dominates
at millimetre wavelengths (frequencies lower than 500 GHz), but is not plotted here. The
radiation shown on this figure is due to the integrated radiation of galaxies at all redshifts. The
different measurements are as follows. SCUBA= bolometric measurement with the JCMT ra-
diotelescope; FIRAS, DIRBE: measurements with the COBE satellite; IRAS: measurements
with the IRAS satellite; PHOT, CAM 15 µm, 12 µm, 6.5 µm: measurements with the ISO
satellite; HDF: integrated emission of galaxies in the Hubble Deep Field observed with the
Hubble Space Telescope; UV: various measurements. Additionally, upper limits are derived
indirectly from observations of the very high energy extragalactic gamma-rays observed with
the W/B and CAT devices. References for all these determinations are given by Gispert et al.
[199], from which this figure is reproduced with the permission of ESO. The lines indicate
the range of possible values of the extragalactic background.
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halo gas and on the external parts of the disk. Important progress has been recently
made towards an understanding of the integrated radiation from galaxies. Its spectral
energy distribution is shown in Fig. 2.1, and details on many aspects of this radiation
can be found in Leinert et al. [313].

2.1.2 Galactic Radiation

Observations of Galactic Radiation

Figure 2.2 summarizes the spectral energy distribution of the radiation incident
upon the Earth’s atmosphere from high galactic and ecliptic latitudes (the night sky
brightness). At the altitudes of terrestrial observatories, X-rays, UV and most IR
radiation are totally absorbed, so that we must go above the lower atmosphere to
observe them. There are already substantial gains in going to high mountain sites

Fig. 2.2. Spectral energy distribution of the sky brightness outside the lower terrestrial atmo-
sphere, at high galactic and ecliptic latitudes. νIν is plotted as a function of wavelength as for
Fig. 2.1. The emission indicated as Airglow (dotted line) is due to the OH et O2 molecules
in the upper terrestrial atmosphere. We can get rid of them by observing from satellites. The
zodiacal light brightness shown is that of the ecliptic poles, and is larger at lower ecliptic
latitudes. The emissions indicated as Lyα and OI come from the extended atmosphere and
are troublesome even for satellite observations. The indication “cirrus” relates to the light
scattered by interstellar dust at high galactic latitudes in the visible, and to emission by this
dust in the IR. The integrated emission of stars at high galactic latitudes is also shown in the
visible and the near-IR, as well as that of the blackbody radiation of the Universe at millimetre
wavelengths. From Leinert et al. [313], with the permission of ESO.
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(altitudes of a few km), still higher gains using airborne observatories at about 14
km altitude and even higher gains from balloons at some 40 km altitude. At the same
time we can reduce most of the atmospheric absorption and turbulence which can
affect observations in the electromagnetic spectrum. However, transmission in the
UV and the far IR is still poor, and the sky brightness in the visible and the near-IR is
still dominated by the emission from O2 and OH molecules in the upper atmosphere.
We have to go to the usual altitude of artificial satellites, 300 km or more above the
Earth, to get rid of this emission. But even here there is monochromatic emission
from hydrogen and atomic oxygen in the far-UV (Lyman α line at 1 216 Å and the
O i resonance line at 1 302 Å). The zodiacal light which results from scattering of
the sunlight by interplanetary dust grains, and from the thermal emission by these
grains in the mid- and far-IR, cannot be avoided. The only possibility is to build
a model of this light and to subtract it from the observed brightness if we wish to
obtain the radiation field beyond the Solar system. We can see in Fig. 2.2 that this
radiation field is dominated by stellar emission in the UV (Fig. 2.3), the visible and
the near-IR, and that emission by interstellar dust dominates in the mid- and far-IR.
See also Fig. 2.4 from Désert et al. [120].

Fig. 2.3. Spectral energy distribution of the ultraviolet radiation outside the terrestrial at-
mosphere, integrated over the whole sky (4πIλ). Circles with error bars result from direct
integration with the TD1 satellite. The curve is a model by Gondhalekar based on star counts,
where interstellar extinction has been corrected for in these observations. Crosses correspond
to a similar model by Mathis et al. [352]. The Habing’s model [217] gives very close results.
Adapted from Gondhalekar et al. [206].
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Fig. 2.4. Spectral energy distribution of the interstellar dust emission in our Galaxy. The
energy νFν = λFλ emitted by a quantity of dust normalized to the hydrogen abundance is
plotted as a function of wavelength. The observations (crosses) correspond to the “cirrus”
component at high galactic latitudes. The curves present the results from a model, and shows
three components and the sum of these. This model will be described in Chap. 7. Taken from
Désert et al. [120].

UV, Visible and Near-IR Radiation

Before the recent direct observations described by Leinert et al. [313], it was nec-
essary to calculate this radiation in the solar neighbourhood from the (more or less)
known distribution of the stars and of the dust which affects their radiation. This
has been done by several authors, in particular Mathis et al. [352]. Figure 2.3 shows
their determination in the UV, compared to that of Gondhalekar et al. [206]. The
model results are normalized to the photometry performed with the TD1 satellite.
The agreement is good given the errors. The “typical” interstellar radiation field of
Habing [217], which is often used, is also in good agreement with the other models.
The radiation field of Draine [132] is about 2 times higher. The energy density of
the interstellar radiation near the Sun, integrated over all wavelengths, is close to
1 eV cm−3. Integration of the Habing’s field in the UV from 912 to 2 066 Å (6 to
13.6 eV) corresponds to an intensity I of 1.3 × 10−4 erg s−1 cm−2 sterad−1, or to an
energy density u = 4πI/c of 5.4 × 10−14 erg cm−3 or 0.034 eV cm−3 (Pak [391]).
The Draine’s radiation field in the same wavelength range is 1.64 times higher.
It is perhaps more useful to give the integrated energy between 912 et 1 130 Å,
because photons in this region are responsible for the ionization of species other
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than H, He, N, O and noble gases, and for photodissociation of most molecules
in the neutral interstellar medium. Draine’s field corresponds to an intensity over
this wavelength range of 3.71 × 10−5 erg s−1 cm−2 sterad−1, or to an energy den-
sity of 1.55 × 10−14 erg cm−3 or 0.0097 eV cm−3. We must be careful about the
choice of the reference field in the articles which make use of such a field. The
symbol χ is usually used to designate the ratio between the UV radiation field
at 1 000 Å in the studied region and the local reference field of Habing. G0 usu-
ally represents the ratio of the radiation density from 6 to 13.6 eV relative to that
of the Habing field. We will not differentiate between these two quantities in this
book, and will designate both by χ. The radiation field in other regions of the

Fig. 2.5. Interstellar extinction as a function of wavelength. The ordinates give the extinction
cross-section of photons normalized to one hydrogen atom. The absorption at wavelengths
shorter than 91.2 nm is given for solar abundances of the elements (these abundances are
almost identical to those given in Table 4.2, column 2). The relation between the wavelength
and the energy of the photon is given at the bottom right (useful for X rays). The huge
extinction peak near 90 nm (900 Å) is due to the Lyman continuum absorption by hydrogen
atoms, which produces their ionization. The sources are by order of decreasing wavelength:
full line: Draine & Lee [134], fig. 6a, for flattened spheroids of astronomical silicate; triangles:
Rieke & Lebovsky [435]; full squares: Martin & Whittet [347]; large circles: Cardelli et al.
[77]; small circles: Bastiaansen [23]; full line: average UV extinction curve; above and
underneath, dashed line: extreme UV extinction curves, respectively for HD 204 827 and for
HD 37 023 (Fitzpatrick & Massa [183]); full line from 91.2 to 5 nm: Rumph et al. [442]; full
line from 5 to 0.12 nm: Morrison & McCammon [374]. Adapted from Ryter [444].
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Galaxy can only be derived from models, the best probably being that of Mathis
et al. [352].

We note that almost everywhere in the Galaxy the radiation field is truncated
below the Lyman discontinuity of hydrogen at 911.7 Å. This is due to the presence
of much atomic hydrogen in the Galaxy which completely absorbs radiation at
wavelengths shorter than 911.7 Å. The interstellar medium becomes progressively
transparent toward the much shorter wavelengths, equivalent to soft X-ray energies
(Fig. 2.5). The far-UV radiation at wavelengths shorter than 911.7 Å can only
propagate if hydrogen is entirely ionized, which occurs in H ii regions. The situation
is however more complex in the very diffuse medium which is partly ionized and
where the density of H i is small enough to allow the propagation of radiation over
large distances. This is the situation near the Sun, where the density of the medium
is very low (this is the Local bubble). This partial transparency has allowed the
observation of a few white dwarf stars over the UV to X-ray range (Barstow et al.
[22]). In most of what follows we will assume that UV photons with wavelengths
shorter than 911.7 Å can be ignored, except of course in H ii regions.

Mid- and Far-Infrared Radiation

This radiation near the Sun is now rather well known at all wavelengths thanks to the
IRAS (InfraRed Astronomy Satellite), the COBE (Cosmic Background Explorer)
and the ISO (Infrared Space Observatory) satellites: see Fig. 2.2 and 2.3. The in-
terstellar medium is relatively transparent at these wavelengths, and this radiation
field can be calculated in different regions in the Galaxy more easily than the UV
or visible radiation fields. On the other hand, IR photons have relatively little effect
on the interstellar medium, except for molecular clouds which can have substantial
opacity even in the far infrared.

X-Rays

The hot interstellar gas thermally emits low-energy X-rays (< 1 keV), to which we
must add the contribution of individual supernova remnants and an extragalactic
X-ray background which is obvious at energies > 1 keV. We have not mentioned
this extragalactic background before because its influence on the interstellar medium
is negligible. This is not the case for sub-keV X-rays that are easily absorbed by the
interstellar medium. This absorption complicates much of the interpretation of the
X-ray observations (Snowden et al. [480]). The Local bubble around the Sun is an
irregular cavity of about 150 pc radius (Sfeir et al. [466]). It contains X-ray emitting
hot gas, however, an important fraction of the soft X-rays comes also from the halo,
far from the bubble. Soft X-rays play a role in the heating of the diffuse interstellar
medium (see Chap. 8).
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2.2 The Interstellar Magnetic Fields

The interstellar magnetic fields are very important in the physics of interstellar
matter. At large scales, magnetic pressure and the pressure of high-energy charged
particles, confined by the magnetic fields, add to the kinetic non-thermal pressure1

of the gas to balance the gravitational attraction of the disk. This determines the
vertical distribution of the gas.

These three pressures are, at z = 0

– The macroscopic kinetic pressure related to large-scale motions of interstellar
clouds: pG(0) = ρ〈v2

z 〉, where vz is the r.m.s. 1-dimensional velocity, such that
〈v2

z 〉 = 1
3 〈v2

total〉.
– The pressure of cosmic particles: pC(0) = 1

3UC , where UC is the energy density
of these particles, assumed to be mostly relativistic

– The magnetic pressure: pB(0) = B2/8π.

They are all of the order of 10−12 dynes cm−2.
We can easily obtain the equation for hydrostatic equilibrium perpendicular to

the galactic plane if we assume that these three pressures are proportional to each
other at all z. Then we can introduce α ≡ pB/pG and β ≡ pC/pG . If we assume
also that dφ/dz = −z(dKz/dz) (see Sect. 1.2) with dKz/dz = const, an assumption
which is approximately justified for the stellar gravitation field for z < 250 pc
(Kuijken & Gilmore [290], Fig. 14), the equation for hydrostatic equilibrium is

dp

dz
= −ρ

dΦ(z)

dz
= ρKz(z), (2.1)

with p = ρ(1 + α + β)〈v2
z 〉. In this equation, ρ is the density of the gas while Kz(z)

is determined by all the matter in the disk.
The solution is

ρ = ρ(0) exp

[
− Φ(z)

(1 + α + β)〈v2
z 〉

]
. (2.2)

Up to heights of a few hundred parsecs we have approximately Kz(z) � −az so
that

Φ(z) = −
∫ z

0
K(z) dz � az2/2, (2.3)

and
ρ � ρ(0) exp(−z2/2h2), (2.4)

with

1 We will see that the thermal pressure of the gas is negligible at the scale of the galactic
disk, with respect to the pressure due to random motions, except for the hot gas which
makes up only a tiny portion of the total.
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h =
[
(1 + α + β)〈v2

z 〉
a

]1/2

. (2.5)

Assuming 〈v2
z 〉1/2 = 9 km s−1, independent of z, and a = 1.8×10−11 cm s−2 pc−1,

corresponding to a total density of matter of 0.1 M� pc−3 in the galactic plane, we
find h = 210 pc, in reasonable agreement with H i observations (Malhotra [346]).

At smaller scales, the magnetic fields play a major role in the physics of gravi-
tational instability and molecular cloud collapse which may lead to the formation of
stars (see later Chap. 14).

There are several possible means of measuring the interstellar magnetic fields.
We will examine them now. The general conclusions which can be drawn from these
measurements will be discussed afterwards.

2.2.1 Magnetic Field Measurements Using the Zeeman Effect

The Zeeman effect is the removal, by a magnetic field, of the degeneracy of a level
of total non-zero angular momentum J = L + S of an atom or molecule. L is the
sum of the orbital momenta of electrons, and S that of their spin angular momenta.
For this effect to exist it is sufficient that the atom or molecule possesses a non-zero
magnetic moment N. In such a case there is an interaction with the magnetic field
B which results in a precession of the total angular momentum J around B. Since
the orientation of J with respect to B is quantified, with corresponding values of
the quantum number MJ = J, J − 1, ...,−J , each of the MJ sublevels is displaced
by a different quantity under this interaction which depends on the angle between
N (or J) and B, hence on MJ . The magnetic moment can be due either to the total
orbital momentum of electrons if non zero (L �= 0 for atoms, or � �= 0 for diatomic
molecules), or to the spin of an unpaired electron. In this case the magnetic moment
is of the order of the Bohr magneton

µB = he

2mec
= 9.2741 × 10−21 erg gauss−1, (2.6)

where e and me are respectively the charge and the mass of the electron.
For molecules, the magnetic moment can also come from localized charges or

from the nuclear spins. In this case its value is generally close to

µp = he

2m pc
= µB

1 850
, (2.7)

m p being the proton mass.
In the case of atoms, a magnetic field splits a level J into 2J + 1 equidistant

sublevels of energy
EJ,MJ = EJ,0 + µB BgJ MJ , (2.8)

where EJ,0 is the energy of the level in the absence of a magnetic field. gJ is the
Landé factor
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gJ = 1 + J(J + 1) + S(S + 1) − L(L − 1)

2J(J + 1)
, (2.9)

which represents the spin-orbit coupling of electrons and differs from unity only
for atoms with total spin S �= 0. The selection rules are ∆M = 0, M �= 0 and
∆M = ±1. The J + 1 → J transition is split

– either into 3 components: one π component (∆M = 0) and two σ components
(∆M = ±1) if S = 0;

– or into several components π(∆M = 0) and σ(∆M = ±1) if S �= 0.
The π components are linearly polarized parallel to the magnetic field and are

maximum when the line of sight is perpendicular to B. The σ components are
circularly polarized in the plane perpendicular to B. Observing along the magnetic
field, the π component vanishes and only the σ components, which are polarized in
opposite senses, are observed. These are the components that are used in practice to
determine the magnetic fields.

The frequency displacement of a Zeeman component with respect to the rest
central frequency of a line J, J − 1 is

∆ν± = µB B[gJ M − gJ−1(M ∓ 1)]. (2.10)

For the hydrogen atom, ∆ν = 2.8µB B‖/(1 µG), and the displacement is
1.4 Hz µG−1. The order of magnitude of the displacement is similar for lines of
OH and CH (cf. Bel & Leroy [27]). Displacements this small compared to the kHz
Doppler width of the lines are obviously difficult to measure. The only possibility
is to compare the frequencies of a pair of σ components taking advantage of their
opposite circular polarizations. In this way only B‖ is measured. Positive results
have been obtained on relatively dense H i clouds, for which magnetic fields from
10 to 3 000 µG have been measured. Conversely, the general magnetic field of the
Galaxy, a few µG, is too faint to be measured in this way.

2.2.2 Measurement of the Magnetic Fields Using Faraday Rotation

In the presence of a magnetic field, an ionized medium is dielectric with different
refractive indices for the two opposite circular polarizations. A linearly polarized
plane wave such as that emitted by galactic or extragalactic synchrotron radiosources
or by pulsars is equivalent to the sum of two circularly polarized waves with opposite
senses. The propagation of such a wave in a magnetized plasma leads to a phase shift
between these circular components and thus to a rotation of the plane of polarization
of the equivalent plane wave. This is the Faraday rotation (Rohlfs & Wilson [439]
p. 43)

Ω = e3

2πν2m2
ec2

∫ L

0
ne B‖dl

= 8.1 × 105
(

λ

m

)2 ∫ L

0

( ne

cm−3

)(
B‖
G

)
d

(
l

pc

)
rad, (2.11)
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where e and me are respectively the charge and masse of the electron, ν the frequency
of the wave, ne the electron density, B‖ the longitudinal component of the magnetic
field and L the length of the line of sight. We often define Ω = λ2 RM, where RM
is the Rotation Measure. We then have

RM = 8.1 × 105
∫ L

0

( ne

cm−3

)(
B‖
G

)
d

(
l

pc

)
rad m−2, (2.12)

the wavelength λ being expressed in metres.
Only the average value of the longitudinal component of the magnetic field, B‖,

can be measured in this way. For this, we have to measure the position angle of
the linearly polarized wave at 3 different frequencies in order to resolve possible
ambiguities by multiples of π in the rotation. The electron density must also be
known. For this, it is interesting to use pulsars as sources. Pulsars emit linearly
polarized radio waves as short, periodic pulses. The interstellar plasma is dispersive,
and the difference between the arrival times of the pulses at frequencies ν1 and ν2

(ν1 > ν2) is

∆t = e2

2πmec

(
1

ν2
2

− 1

ν2
1

)∫ L

0
ne dl seconds. (2.13)

Measurement of this dispersion gives 〈ne〉. We can also independently obtain
the distance of the observed pulsars, thus allowing us to map the magnetic fields.
Measurements of the Faraday rotation of extragalactic radiosources are less powerful
in determining the value of the magnetic fields but give results in good agreement
with pulsar measurements (cf. e.g. Clegg et al. [101]). The random component of
the magnetic fields produces a frequency-dependent depolarisation of radio waves.
Its observation should in principle allow us to measure this random component but
the modelling procedure is very complex (Sokoloff et al. [483]).

2.2.3 Estimate of the Magnetic Fields
from the Galactic Synchrotron Radiation

Relativistic electrons moving in the magnetic fields of the galactic interstellar
medium (see Section 6.1) emit synchrotron radiation in the radio range. A very
complete book on the subject of synchrotron radiation has been written by Sokolov
& Ternov [482]. This radiation is strongly linearly polarized. The fact that regions
with degrees of linear polarization equal to or larger than 70% are often seen in the
Galaxy and in external galaxies shows that the magnetic fields can be well ordered.
The direction of polarization is perpendicular to the magnetic field, and we can
obtain the direction of the field provided that the measurements are corrected for
the Faraday rotation. If we know, from some other means, the flux of relativistic
electrons, we can get also the modulus of the magnetic field. This method is useful
because it is sensitive not only to B‖ but also to the entire magnetic fields. For
an isotropic distribution of electrons of energy E, the characteristic frequency of
synchrotron radiation in a magnetic field B is (Lang [299], p. 29)
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νc =
(

E

mec2

)2 3eB

4πmec
, (2.14)

or numerically

νc

MHz
� 16.1

(
E

GeV

)2 (
B

µG

)
. (2.15)

Thus an electron of 5 GeV (observable from satellites) emits near 2 000 MHz
(observable from the ground) in the typical galactic magnetic field of 5 µG. A power-
law electron energy spectrum

n(E) = KE−γ dE (2.16)

yields a power-law radio spectrum

I(ν) = 0.933 × 10−23a(γ)L K B
γ+1

2

×
(

ν

6.26×1018 Hz

)−(γ−1)
2

erg cm−2 s−1 sterad−1 Hz−1,
(2.17)

where a(γ) is a factor close to 2 tabulated by Rohlfs & Wilson [439], Table 9.2. L is
the length of the line of sight in cm. Near the Sun

K � 5 × 10−16 ergγ−1 s−1 cm−3. (2.18)

The radio spectrum of the synchrotron radiation of the Galaxy indeed follows
a power law with a slope of −0.75, in agreement with the exponent −γ � −2.5 for
the energy spectrum of cosmic electrons. But it is not certain that the flux of cosmic
electrons observed near the Earth is representative of a more extended region of the
Galaxy, so that it is dangerous to directly combine the relativistic electron flux with
a (rather difficult) determination of the energy density of synchrotron radiation if we
wish to derive the magnetic fields. It is better to combine the gamma-ray radiation
and the synchrotron radiation of the Galaxy. The gamma-ray flux is proportional
to the product of the cosmic proton flux and the density of interstellar matter (cf.
Sect. 6.2), while the synchrotron flux is proportional to the product of the cosmic
electron flux and B(γ+1)/2. If we know the distribution of interstellar matter and the
ratio of the flux of cosmic electrons and protons (� 0.01 for the same energy, see
Sect. 6.1), we can in principle obtain the magnetic fields. This method has particular
problems, however, and we rather use the gamma-ray observations to determine the
density of interstellar matter assuming that the cosmic-ray flux is known!

2.2.4 Estimate of the Direction of the Magnetic Fields
from the Linear Polarization of Light

We observe a faint linear polarization of visible starlight, correlated with the degree
of interstellar extinction due to dust grains. This suggests that polarization is due to
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an anisotropy and a partial alignment, along the magnetic field, of the grains that
are responsible for extinction, provided they are not spherical (for a recent paper see
Roberge & Lazarian [438]). The material of these grains is certainly at least diamag-
netic, and perhaps partly paramagnetic or ferromagnetic if they contain elements
with unpaired electrons. Also, the grains continuously experience exchanges with
the interstellar gas that produce their rotation. Collisions with atoms or molecules
of the gas, and also the ejection of H2 molecules that can form on their surface (see
Chap. 9), exert a torque on the grains. The grains being generally charged, their
rotation contributes to their total magnetic moment M. An order of magnitude for
this contribution is qωa2/2c, q and a being respectively the charge and the radius of
the grain and ω its angular velocity.

A magnetic field B exerts a torque M×B on the grain. If the angular momentum
J of the grain and B are not aligned, the torque forces the grain to precess around
B, yielding globally some alignment of the grains and an anisotropy of the medium.
The degree of alignment is limited by collisions, which can change the direction and
amplitude of J, but we can show that the precession period is a lot shorter than the
interval between successive collisions, allowing some statistical anisotropy. Given
the uncertainties in the properties of the grains and on the origin of their magnetic
moment, a quantitative estimate is not really possible, and it is not even possible
to predict if the direction of the linear polarization of the light transmitted by the
medium is parallel or perpendicular to the magnetic field. Observations suggest that
it is parallel, however.

More recently, linear polarization of the far-infrared radiation emitted by inter-
stellar dust has been detected, yielding information on the direction of the magnetic
fields.

2.2.5 Results

At large scales, observations of the Faraday rotation, and to a lesser extent optical
and radio polarization measurements, have demonstrated the existence of ordered
magnetic fields. Rand & Lyne [424] found by comparing models to the observations
of many pulsars a regular magnetic field of 1.4 µG. This field is roughly directed
towards galactic longitude 90◦, and is hence perpendicular to the direction of the
galactic centre. This suggests an orientation along spiral arms. This field reverses
at 0.4 kpc towards the galactic centre, then again at 5.5 kpc. An ordered magnetic
field more or less parallel to the spiral arms is seen in nearby spiral galaxies. This
is clearly observed from the direction of polarization of the synchrotron radiation.
On this ordered field a random field of about 5 µG is superimposed, clearly larger
(Rand & Kulkarni [423]). This disordered field dominates the optical polarization of
nearby stars (Leroy [320]). The energy density corresponding to the total magnetic
field is close to 1 eV cm−3.

The existence of radio synchrotron radiation in the halo of many galaxies includ-
ing ours is direct proof of the presence of magnetic fields at a large distance from the
plane of the disk. These magnetic fields have probably been driven by the ionized
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Fig. 2.6. Intensity of the magnetic fields in dark (molecular) clouds, as a function of density.
The points correspond to measured values, the triangles to upper limits. The line is the relation
B ∝ n(H2)

0,45. Reproduced from Crutcher [108], with the permission of the AAS.

gas ejected by supernova explosions in the disk, as can be seen by looking at the
“chimneys” which emerge from the disks of galaxies (Chap. 15 and Plate 32).

At the scale of interstellar clouds in the Galaxy, the intensity of the magnetic fields
increases with density, to the extent that density can be considered as reasonably
well-known. However, this increase is slower than predicted from conservation of
the magnetic flux during the spherical contraction of clouds (Fig. 2.6). If this flux
was conserved, we would expect to see B ∝ n2/3, contrary to observations. This
shows that either the magnetic flux is not conserved during the contraction, or that
the contraction is not spherical. This will be discussed later in Chap. 14.

There is some confusion about the direction of magnetic fields at the cloud
scale. This comes from the fact that the optical polarization measurements, which
are most often the only useful ones, cannot give an unambiguous answer. However,
galactic centre observations of the polarization of the far-infrared dust emission
(e.g. Novak et al. [387]) and of synchrotron radio emission (e.g. Lang et al. [298])
give very important information on the magnetic fields and allow, in particular, an
unambiguous determination of their direction.



3 Radiative Transfer and Excitation

In the four chapters that will follow this one, we will describe the different compo-
nents of the interstellar medium and the methods that allow their study. However,
in order to understand these following chapters we need to describe some elements
of radiative transfer and of excitation of the energy levels of interstellar atoms and
molecules. To proceed from the simple to the complex, we will first establish the
equation of transfer. This involves the simple case of a system with only two en-
ergy levels, in which collisions with atoms and molecules completely determine the
populations of these levels. This is the Local Thermal Equilibrium (LTE) case. Then
we will examine the two-level system in the non-LTE case, including a discussion
of the photon escape formalism and of the Large Velocity Gradient approximation.
We will finally discuss multi-level systems, ending with a simplified discussion of
interstellar masers. Our experience is that the notation used by radioastronomers is
difficult for other astronomers to understand, so we will explain this notation. In the
next chapters, the reader will find various applications of the notions developed in
this one.

3.1 The Transfer Equation

3.1.1 Demonstration

Let us consider a medium consisting of atoms or molecules for which is is sufficient to
consider only two energy levels: the fundamental level l (lower) and the excited level
u (upper), separated by an energy E. We will deal with the transfer of radiation in
this medium at frequencies ν close to ν0 = E/h. Radiation with the specific intensity
Iν at frequency ν (unit: erg s−1 cm−2 sterad−1) is incident on a slice through the
medium. On an infinitely small length ds along the direction of propagation, the
radiation at frequency ν is diminished by absorption in the spectral line by those
atoms in the l level that can interact with the radiation. Let nl(ν) be their density. At
the same time, the radiation is increased by the spontaneous emission of those atoms
in the u level that radiate at frequency ν, as well as by their stimulated emission at
this frequency. The probability Rlu for an upward transition per unit time (radiative
excitation) in a radiation field with a monochromatic energy density uν at frequency ν

(unit: erg cm−3 Hz−1) can be expressed as
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Rlu = Blu
cuν

4π
. (3.1)

This defines the Einstein’s absorption coefficient Blu . If the radiation is assumed
to be isotropic (case of the local interstellar radiation field), uν = 4πIν/c and
Rlu = Blu Iν1.

Conversely the probability for a downward transition per unit time (radiative
de-excitation) is

Rul = Aul + Bul
cuν

4π
, (3.2)

where Aul is the Einstein’s spontaneous emission probability and Bul the Einstein’s
stimulated emission coefficient.

Balancing the radiative transitions gives the transfer equation, which writes

dIν
ds

= hν

4π
{nu(ν)Aul − [nl(ν)Blu − nu(ν)Bul]Iν}. (3.3)

Let us emphasize that this equation applies to a single frequency inside the
spectral line. We will sometimes be lead to integrate it over the line profile. Let us
define the absorption coefficient

κν ≡ hν

4π
[nl(ν)Blu − nu(ν)Bul], (3.4)

the optical depth (or optical thickness)

τν ≡
∫

κν ds, (3.5)

and the source function

Sν ≡ nu(ν)Aul

nl(ν)Blu − nu(ν)Bul
. (3.6)

The transfer equation then takes the simple form

dIν
dτν

= Sν − Iν. (3.7)

If the source function is uniform along the line of sight, the transfer equation can
be easily integrated to get

Iν(τν) = Iν(0)e−τν + Sν(1 − e−τν ). (3.8)

1 Another important case is that of a directive radiation coming from a distant source, for
example a star. Then the intensity writes, for a star with radius R∗ and surface brightness
Bν(Teff) at distance D, Iν = (πR2∗/D2)Bν(Teff), and the radiation energy density is simply
uν = Iν/c.
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Note that these equations are general and imply nothing about the mechanism of
population of the energy levels.

Let us now assume, for the moment, that the medium is in local thermal equi-
librium (LTE) at a temperature T . In this case, the ratio between the populations of
the two levels is entirely determined by collisions and obeys Boltzmann’s law2

nu(ν)

nl(ν)
= gu

gl
exp

(
−hν0

kT

)
, (3.9)

where gu et gl are the statistical weights (numbers of sub-levels of levels u and l
respectively)3.

If the optical depth is very large, Iν must tend to the blackbody intensity (Planck
function) Bν(T) at the temperature T of the medium. This gives Sν = Bν(T), so that

dIν
dτν

= Bν(T) − Iν. (3.10)

Let us examine what happens at the line centre (ν = ν0). Sν0 is now the Planck
function Bν0(T)

Bν0(T) = 2hν3
0

c2

1

e
hν0
kT − 1

. (3.11)

Identifying the terms in (3.6) and (3.11) and using Boltzmann’s law, we can then
obtain the Einstein’s relations between the probabilities or coefficients of emission
and absorption

Aul = 2hν3
0

c2
Bul, (3.12)

and
gl Blu = gu Bul. (3.13)

Noting that ν is very close to ν0 inside the line, the absorption coefficient is then
a function of Aul only:

κν ≡ c2nl(ν)gu

8πν2
0gl

Aul

[
1 − glnu(ν)

gunl(ν)

]
. (3.14)

We see that κν is proportional to the density n.
Let us define the column density of atoms N = ∫

n ds (unit: atoms cm−2). This
is the number of atoms in a cylinder of unit cross-section along the line of sight.
Then the optical depth τν (cf. (3.5)) is proportional to N .

2 To be rigorous, Boltzmann’s law is nu/nl = (gu/gl) exp(−hν0/kT), involving the total
populations nl and nu of the two levels. In order to write (3.9), we have to assume that the
shape of the spectral line is the same in absorption and in emission, or in other words to
assume that the distributions of nl(ν) and of nu(ν) with frequency are identical.

3 The statistical weight of a level n whose angular momentum is represented by the quantum
number J is gn = 2J + 1.
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Note again that (3.12), (3.13) and (3.14) are general despite the assumption of
LTE. However, the source function Sν is only equal to the Planck function Bν for
a thermal radiative process in a medium at LTE, whatever its optical thickness.

3.1.2 The Rayleigh–Jeans Approximation: Radioastronomy Notations

At radio frequencies, in particular at ν = 1 420 MHz (λ = 21.1 cm), the frequency of
the hydrogen line which will be discussed in the next chapter, hν � kT so that the
Planck function (3.11) becomes

Bν(T) � 2kTν2

c2
, (3.15)

(the Rayleigh–Jeans approximation). The solution of the transfer equation (3.8)
becomes, at LTE

Iν(τν) = Iν(0)e−τν + 2kTν2

c2
(1 − e−τν ). (3.16)

Given this solution, radioastronomers express surface brightnesses or specific
intensities in terms of a brightness temperature, TB, defined by

TB ≡ c2

2kν2
Iν. (3.17)

The brightness temperature only has a physical significance at LTE, but it allows
us to conveniently write the LTE solution to the transfer equation in the simple form

TB(τν) = TB(0)e−τν + (1 − e−τν )T. (3.18)

This equation states that, if the intervening medium is hotter than the background
brightness temperature, the line is seen in emission, and in absorption for the opposite
case. This is in fact a very general property, valid even if the medium is not in LTE.
In the optically thin case for which τν � 1, and if the background TB(0) is weak,
we have simply

TB(τν) = τνT. (3.19)

Since τν is proportional to the column density of matter N = ∫
n ds in our

hypothesis of a uniform Sν, the line intensity and TB are proportional to the column
density. For an optically thick medium, TB at LTE is equal to the kinetic temperature
TK of the medium.

Radioastronomers are also in the habit of measuring the energy received by
an antenna in terms of an antenna temperature, TA. This is the temperature of an
imaginary blackbody which would enclose the antenna completely and yield the
same signal as observed. The energy received by the antenna is then Wν = kTA per
unit interval of frequency (the Nyquist theorem).

If the antenna were perfect, an extended region of uniform brightness represented
by a brightness temperature TB would yield an antenna temperature TA = TB.
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However there is no perfect antenna, and some antenna efficiency is involved. For
interstellar sources, that are often rather extended, the most useful efficiency is
the beam efficiency, ηb. This is the ratio between the antenna temperature and the
brightness temperature of a uniform source which just covers the primary beam of the
antenna, assuming no attenuation by the Earth’s atmosphere. Antenna temperatures
corrected by this efficiency and also for absorption by the terrestrial atmosphere are
called main-beam temperatures, Tmb = TA/[ηb exp(−τatm)], τatm being the optical
depth of the atmosphere in the direction of the source. Antenna temperatures are
generally given as main-beam temperatures in articles dealing with the interstellar
medium, but the reader must be careful and should consider the actual definition
used by the author. Tmb = TB by definition for a source covering exactly the primary
beam, but there is an over-correction (Tmb > TB) for a more extended source which
gives some energy in the side lobes of the antenna. If the source observed by the
antenna is smaller than the primary beam, as is frequently the case for extragalactic
observations, TA or Tmb < TB, and we say that there is beam dilution. For a complete
discussion of the problems of efficiency and calibration of antennae, see Rohlfs &
Wilson [439] and Kutner & Ulich [294].

It is of interest to give some expressions useful for understanding articles dealing
with radioastronomy and with infrared astronomy.

The energy received from a source (point-like or extended) is expressed as a flux
density Sν, a monochromatic quantity whose unit in the International System of units
is the W m−2 Hz−1. We most often use a sub-multiple of this unit, the jansky:

1 Jy = 10−26 W m−2 Hz−1 = 10−23 erg cm−2 Hz−1 s−1. (3.20)

For a uniform extended source with brightness Iν, subtending a solid angle Ω,
the flux density is Sν = IνΩ.

An antenna of equivalent area Aeq pointed on-axis at a point source with a flux
density Sν collects a power

Pν = Aeq Sν = kTA. (3.21)

If the source is at the angular distance θ, φ from the axis, the collected energy
Pν(θ, φ) is obviously smaller and is reduced by a factor Gν(θ, φ)/Gν(0, 0), where
Gν is the antenna gain defined as

Gν(θ, φ) = Pν(θ, φ)∫ ∫
Pν(θ, φ)dΩ

. (3.22)

The gain expresses the directional properties of the antenna. It is normalized
such that ∫ ∫

Gν(θ, φ) dΩ = 1. (3.23)

Let us now assume that we place the antenna in an enclosure radiating uniformly
in all directions with a brightness temperature T . The total energy received by the
antenna is then kT per unit frequency interval. The enclosure radiates a specific
intensity
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Iν = 2kT

λ2
, (3.24)

but since an antenna is only sensitive to one polarization it can only collect half this
energy. In the direction (θ, φ) it collects in the solid angle dΩ

dPν(θ, φ) = Aeq
kT

λ2

Gν(θ, φ)

Gν(0, 0)
dΩ. (3.25)

Integrating over all the solid angles and writing the total collected energy as kT,

we obtain the on-axis gain
Gν(0, 0) = Aeq/λ

2. (3.26)

Since the angular resolving power of a circular antenna of diameter D is of the
order of λ/D and its surface is of the order of D2, the on-axis gain is close to the
inverse of the solid angle subtended by the primary beam of the antenna.

At millimetre and submillimetre wavelengths, radioastronomers still use the
temperature notation even though the Rayleigh–Jeans approximation is no longer
valid. This can be a cause of confusion. The brightness temperature is still defined
by the Rayleigh–Jeans expression, but we append a star symbol to it in order to avoid
confusion:

T ∗
B ≡ c2

2kν2
Iν. (3.27)

T ∗
B is obviously different from the temperature of a blackbody emitting the same

specific intensity, which is

T = hν

k

1

ln[1 + 2hν3/c2 Iν] . (3.28)

3.1.3 Excitation Temperature

If we wish to obtain the total (or integrated) intensity in a spectral line, we have
to integrate the transfer equation or its solution over frequency. For this, we must
know the normalized spectral distribution φul(ν) of the intensity of the emission line,
which is such that ∫

line
φul(ν) dν = 1. (3.29)

The absorption coefficient can now be written

κν = c2nlgu

8πν2gl
Aul

[
1 − glnu

gunl

]
φul(ν), (3.30)

where nu and nl are the densities of atoms in levels u and l, respectively. By
analogy with the Boltzmann expression for the level populations at LTE the excitation
temperature Tex can be defined by
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glnu

gunl
= exp

(−hν0

kTex

)
, (3.31)

where ν0 is the central frequency of the line. The absorption coefficient is obtained
by substitution of (3.31) in (3.30),

κν = c2nlgu

8πν2gl
Aul

[
1 − exp

(−hν0

kTex

)]
φul(ν), (3.32)

or in the Rayleigh–Jeans approximation

κν = c2nlgu

8πν2gl
Aul

hν0

kTex
φul(ν). (3.33)

In practice we often express the line shape as a function of radial velocity v rather
than as a function of frequency. If we call ∆ν (or ∆v if expressed in radial velocities)
the line width at half-intensity, we have φul(ν0) ≈ 1/∆ν = c/(ν0∆v). The optical
depth τ0 at the line centre is, in the Rayleigh–Jeans approximation, a function of the
column density Nl of atoms in level l:

τ0 ≈ c3gu Aul

8πν3gl

Nl

∆v

hν0

kTex
. (3.34)

The excitation temperature has no physical meaning except at LTE. It can take any
value, even negative. Negative excitation temperatures correspond to a population
inversion of the levels, i.e. to a maser effect: see later Sect. 3.3.

3.2 Two-Level System out of LTE

3.2.1 General Relations

In the general case, radiative transitions cannot be neglected with respect to collisions
which can populate the energy levels. If we assume that the level populations are
statistically at equilibrium with the radiation and collisions, we can write that the
number of upward transitions per unit time is equal to the number of downward
transitions (statistical equilibrium):

nl(Rlu + Clu) = nu(Rul + Cul). (3.35)

Rlu and Rul are, respectively, the probabilities for radiative excitation and de-
excitation (cf. (3.1) and (3.2)). Clu and Cul are, respectively, the probabilities of
collisional excitation and de-excitation, which are proportional to the density n of
the particles responsible for the collisions. The relation between these quantities,
assuming LTE, is then

nlClu = nuCul, (3.36)
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and since we have at LTE

nu

nl
= gu

gl
exp

(
− hν

kTK

)
, (3.37)

Clu = Cul
gu

gl
exp

(
− hν

kTK

)
. (3.38)

The latter expression contains only atomic parameters and remains valid in the
general case provided that a kinetic temperature TK can be defined.

Coming back to the general non-LTE case for a two-level system, we can then
write, expressing Rlu and Rul from the spontaneous emission probability Aul and
using the Einstein relations (3.12) and (3.13),

nu

nl
= gu

gl

Aul Iνc2/2hν3 + Cul exp(−hν/kTK )

(1 + Iνc2/2hν3)Aul + Cul
. (3.39)

If the Rayleigh–Jeans approximation is valid, then this expression simplifies to

Tex = TK

(
T0 + TB

T0 + TK

)
, (3.40)

putting

T0 = hν

k

Cul

Aul
, (3.41)

a quantity with no physical meaning. We can verify that if collisions dominate, T0

is large and Tex � TK (collisional equilibrium or LTE). Conversely, if collisions are
negligible, T0 is small and Tex � TB (radiative equilibrium).

The collisional de-excitation probability is

Cul = n〈σulv〉, (3.42)

where n is the density of particles responsible for collisions, v their velocity and σul

the cross-section for collisional de-excitation (which generally depends on v). The
symbols 〈 〉 mean that the average is taken over all relative velocities v. There exists
a critical density ncrit for which collisional and radiative transitions have the same
importance, i.e.,

ncrit = 1

〈σulv〉
(

1 + Iνc2

2hν3

)
Aul, (3.43)

and in the Rayleigh–Jeans approximation

ncrit = 1

〈σulv〉
(

1 − kTB

hν

)
Aul. (3.44)
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3.2.2 Pure Radiative Equilibrium

An interesting case where transitions are dominated by radiation is that of the CN
and CH molecules in the neutral atomic interstellar medium that we will consider in
the next chapter. CN, for example, has a transition J = 1 → 0 at a wavelength of
2.64 mm, with A10 � 10−5 s−1, a relatively large value. We can show that the level
population is entirely dominated by radiation as long as the density of H i is lower
than 103 atom cm−3. This is indeed generally the case in the diffuse medium. Then
the excitation temperature Tex is equal to the radiation temperature at 2.64 mm.
It is possible to probe the populations of the 0 and 1 levels thanks to electronic
transitions starting from these levels. The corresponding lines are in the near-UV
near 3 874 Å (cf. the references in Meyer et al. [366]). Measuring the intensity ratio
between these lines which are observed in absorption in front of bright stars, we
find Tex(1-0) = 2.8 ± 0.1 K. The cosmological blackbody radiation of the Universe
was discovered after the first observations of this phenomenon. It corresponds to
a temperature of 2.726 ± 0.010 K and completely dominates the radiation field
at millimetre wavelengths, except near strong continuum or line sources. Thus the
observation of the absorption lines of CN (as well as those of CH and CH+) allowed
a pre-discovery of the blackbody radiation of the Universe. An interesting check of
the prevalence of radiation in the populations of the levels of CN is the fact that the
rotational line of CN at 2.64 mm is not seen superimposed on the cosmic background
radiation of the Universe, neither in emission nor in absorption.

3.2.3 The Coupling of Excitation and Transfer; the LVG Approximation

We have seen that the level equilibrium at a given point is in general determined both
by the local density and by the radiation field in the line. In turn this radiation field
is itself determined by the properties of the emitting atoms or molecules in the other
regions of the medium. In order to calculate the populations of the levels it is thus
necessary, in principle, to simultaneously solve the equation of statistical equilibrium
and the equation of transfer at all points of the medium. This is now feasible with
work stations and even with microcomputers. However, analytical simplifications
are possible in two cases.

The first of these cases is that of regions deep within an optically thick medium.
Then the emitting particles are isolated from the external world, and the second law
of thermodynamics tells us that the medium is in equilibrium with both collisions
and radiation. This implies that Tex = TB = TK whatever the density. However, this
case is only of academic interest since such regions are not observable in the line by
an external observer.

The other case is much more interesting. Let us consider a medium emitting
a locally narrow line, whose width δv is due to the Doppler effect from the ther-
mal motion of the atoms and local random macroscopic motions (microturbulence).
Let us also assume that there are important velocity gradients at large scale, due
for example to a general contraction or expansion of the medium. Then at a given
frequency inside the line, the emission comes only from a restricted region of the



36 3 Radiative Transfer and Excitation

line of sight, i.e., that whose mean radial velocity corresponds to this frequency. We
can then use the large velocity gradient (LVG) approximation. This approximation
was proposed by Sobolev and developed for millimetre molecular lines by Scov-
ille & Solomon [462] and by Goldreich & Kwan [201]. The LVG approximation
also assumes that the velocity gradient, the density and the kinetic and excitation
temperatures are uniform in the medium. The simple analytical approximations that
allow to calculate the line intensity in this approximation are somewhat tricky to
demonstrate and difficult to find in the literature, so we will now give a complete
derivation, after Surdej [501].

The equation of local statistical equilibrium can be written as (see (3.35), (3.1)
and (3.2))

nl(
c

4π
〈u(r)〉Blu + Clu) = nu(Aul + c

4π
〈u(r)〉Bul + Cul), (3.45)

where 〈u(r)〉 is the mean local radiation density in the line at the current position r.
〈u(r)〉 is linked to the source function S(r′) in the medium by the relation:

〈u(r)〉 =
∫

K(r − r′)S(r′) dr′, (3.46)

where K(r−r′) is a function (kernel) which depends on the radiation field throughout
the medium and on the propagation of this radiation. However, if there is a large
velocity gradient, those photons that are involved in the line at the point r can only
come from a nearby region defined by a distance l such that

l � δv R/∆V, (3.47)

where δv is the local width of the line, ∆V is the total velocity range and R is the total
depth of the medium along the line of sight. Let us furthermore assume the complete
redistribution of frequencies, i.e. that an absorbed photon is re-emitted (scattered)
without memory of the direction, frequency and polarisation of the incoming photon,
the line having the same profile in emission and absorption. This is a reasonable
hypothesis. We can then consider the source function as approximately uniform in
a volume of radius l around the current point, and the local radiation density can be
written simply as

〈u(r)〉 = [1 − β(r)]S(r), (3.48)

where β(r) is the escape probability of a line photon at point r.
The absorption probability a = 1 − β of a photon with an emission frequency ν

in direction s is

a(ν, s) =
∫ s(ν)

0
exp

[
−

∫ s

0
κ(ν)φ

(
ν − ν0 − ν0

c

dvs

ds
s′
)

ds′
]

×κ(ν)φ

(
ν − ν0 − ν0

c

dvs

ds
s

)
ds. (3.49)

The first term (exponential) of this equation is the probability that a photon with
frequency ν reaches the point s in the current direction without being absorbed. The
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second term is the absorption probability for the same photon between points s and
s + ds. φ is the normalized profile of the line, and the term (ν0/c)(dvs/ds) in its
argument represents the Doppler effect due to the velocity gradient along the line of
sight. The integral is limited in fact to the point of abscissa s(ν) where the photon falls
outside the line profile. By hypothesis, this point is relatively close from the point
where the photon has been emitted. We can simplify this equation by performing the
following changes of variables:

x = ν − ν0 − ν0

c

dvs

ds
s′, (3.50)

and

y = ν − ν0 − ν0

c

dvs

ds
s. (3.51)

By hypothesis, κ(ν) and dvs/ds can be considered as constant in the integrals,
and we can write

τ0(s) = κ(ν)

ν0

c

dvs/ds
. (3.52)

The absorption probability is then

a(ν, s) =
∫ ν0−ν

y[s(ν)]
d

dy

{
exp

[
τ0(s)

∫ y

ν0−ν

φ(x) dx

]}
dy, (3.53)

i.e.,

a(ν, s) = 1 − exp

[
τ0(s)

∫ y[s(ν)]

ν0−ν

φ(x) dx

]
. (3.54)

Integrating over the line profile, assumed to be limited to the frequencies within
the interval −∆ν to +∆ν (roughly, ∆ν is the local width of the line at half-intensity),
we get

a(s) =
∫ ν0+∆ν

ν0−∆ν

a(ν, s)φ(ν − ν0) dν. (3.55)

Using the change of variable f = ν − ν0, from which d f = dν, we get

a(s) =
∫ +∆ν

−∆ν

(
1 − exp

[
τ0(s)

∫ y[s(ν)]

f
φ(x)dx

])
d f. (3.56)

Given the normalization of the line profile φ(ν − ν0), we obtain

a(s) = 1 +
∫ +∆ν

−∆ν

d

d f

(
exp

[
τ0(s)

∫ y[s(ν)]

f
φ(x) dx

])
d f. (3.57)

Note that

y[s(ν)] = ν − ν0 ∓ ν0

c

dvs

ds
s(ν), (3.58)

according to the sign of dvs/ds. The Doppler effect at the point s(ν) after which
absorption is negligible is such that
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ν0

c

dvs

ds
s(ν) = ν − (ν0 − ∆ν), (3.59)

so that
y[s(ν)] = ∓∆ν. (3.60)

This allows us to obtain the final expression for the absorption probability in the
direction s

a(s) = 1 − 1 − exp(−|τ0(s)|)
|τ0(s)| . (3.61)

The escape probability is then given by

β(s) = 1 − exp(−|τ0(s)|)
|τ0(s)| . (3.62)

We now have to integrate the escape probability over all directions in order to
get the global escape probability. Let us consider the simple plane-parallel case. Let
µ be the cosine of the angle (s, n) between the line of sight s and the normal n to the
layers of the medium. Writing τ0(µ) ≡ τ0(s) we have

β =
∫

1 − exp(−|τ0(µ)|)
|τ0(µ)|

dΩ

4π
= 1

2

∫
1 − exp(−|τ0(µ)|)

|τ0(µ)| dµ. (3.63)

Let us define
τ0 = κ

ν0

c

dv/dz
, (3.64)

an expression integrated on the line profile, z being the coordinate normal to the
layers of the medium. τ0 is the mean optical depth in the line normal to the medium.
On the other hand

dvs/ds = µ2(dv/dz). (3.65)

Applying the Eddington approximation which replaces µ2 by the average value
of cos2(s,n) over all the directions of the half-space, 1/3, we obtain the final result,
the escape probability,

β = 1 − exp(−3τ0)

3τ0
. (3.66)

We notice that β → 1 if τ0 → 0 and that β → 1/3τ0 if τ0 → ∞. Remem-
bering the statistical equilibrium equation (3.45), the expression for the brightness
temperature in the line becomes, in the Rayleigh–Jeans approximation,

TB = TK

1 + (kTK/hν0) ln{1 + (Aul/3Culτ0)[1 − exp(−3τ0)]} . (3.67)

The term [1 − exp(−3τ0)]/3τ0 allows us to estimate the photon trapping in the
medium. If τ0 � 1, which is most often the case for the CO lines, this phenomenon
is such that Aul can be replaced by Aul/3τ0.

In the spherical case, the escape probability, in the Eddington approximation (de
Jong et al. [116]), is given by
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β = 1 − exp(−τ0)

τ0
. (3.68)

De Jong et al. [117] give the following expressions, valid in the plane-parallel case
even if there is no velocity gradient, but which assume however that the radiation
field at a given point depends only on local conditions as in the LVG approximation
(the on the spot approximation)

β = 1 − exp(−2.34τ0)

4.68τ0
for τ < 7, (3.69)

β = 1

4τ0[ln(τ0/
√

π)]1/2
for τ ≥ 7. (3.70)

In the more complex case of an inhomogeneous medium, or that of a medium
with an arbitrary shape, the LVG approximation cannot be applied, and a Monte-
Carlo method has to be used: photons are injected in all directions and their fate
is examined statistically in a numerical model of the medium. Examples of this
approach can be found in Spaans [484] or in Pagani [392].

3.3 The General Case; Masers

In some cases we cannot ignore the role of the population of energy levels other than
those levels corresponding to the line under consideration. We must then solve all
the statistical equilibrium equations for the populated levels, taking into account all
important radiative and collisional transitions.

If we assume that all levels are in LTE the solution is simple. The partition
function for the atom or molecule is defined as

Q =
∑

n

gn exp

(−En

kTK

)
, (3.71)

where En is the energy of level n, gn its statistical weight, and the sum is over all
levels with non-negligible population due to collisions. The population nn of level n
is simply given by

nn = ntot
1

Q
gn exp

(−En

kTK

)
, (3.72)

where ntot is the total density of the atoms or molecules.
It is very important to remark that the selection rules are in general not the

same for radiative and collisional transitions. For example, only consecutive rotation
levels are connected by allowed transitions in diatomic molecules such as CO:
∆J = ±1, J being the total angular momentum. Conversely, collisions with neutral
particles can yield transitions between any pair of levels, the transitions ∆J = ±2
often being favored. If the temperature is high enough, the level J = 3 can be
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populated by collisions from the fundamental level J = 1, and the radiative cascade
J = 3 → 2 can in some cases overpopulate level 2 with respect to level 1. This
creates a population inversion between levels 1 and 2, which an be expressed as
a negative excitation temperature Tex(1-0) (Fig. 3.1). The medium then behaves as
a weak maser in the CO(1-0) line. This is however an academic example because the
maser effect arises only for an optically thin CO line while the CO lines are almost
always optically thick in the interstellar medium.

The case of the interstellar masers is more interesting. Some masers like that
of H2O are mostly pumped by collisions as explained earlier. Others like the OH
masers are pumped by radiation. The fundamental level of the OH molecule is split
into two pairs of sublevels between which radiative transitions arise at wavelengths
close to 18 cm (frequency 1 660 MHz, Fig. 3.2). These transitions have been long
observed by radioastronomers: see e.g. Nguyen-Q-Rieu et al. [385]. The sublevels
are radiatively connected with sublevels of higher rotational levels as shown in

Fig. 3.1. Excitation temperatures of the 4 lowest rotational transitions of the CO molecule as
a function of molecular hydrogen density in an interstellar cloud. The excitation temperatures
have been calculated using a simple model for the CO–H2 collisions. The kinetic temperature
is 20 K. For densities close to 103 molecules cm−3 the excitation temperature is negative for
the CO(1-0) line. |Tex | is then plotted as a dashed line. Reproduced from Goldsmith [203],
with the permission of the AAS.
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Fig. 3.2. The lowest energy levels of the OH molecule. The fundamental level 2Π3/2(J = 3/2)

is split into two Λ sublevels with + and – parity. Each sublevel is itself split into two hyperfine
sublevels with different hyperfine quantum numbers F. Radio transitions near 18 cm (1 660
MHz) arise between these sublevels. The frequencies are indicated in MHz. The two upper
levels 2Π3/2(J = 5/2) and 2Π1/2(J = 1/2) have similar structures and are connected to
the fundamental level by far-infrared transitions near 119 and 79 µm respectively. Only the
permitted transitions are shown on the figure. The relative probabilities of these transitions
for spontaneous emission are indicated. Adapted from Litvak [331].

Fig. 3.2. The corresponding transitions are in the far-infrared (far-IR) and several
of them have been observed with the ISO satellite. It is easy to see how a far-
IR continuum emitted by interstellar dust can pump the 18 cm lines. A radiation
field near 119 µm produces transitions between sublevel F = 2 of parity + of the
fundamental rotation level 2Π3/2(J = 1/2) and sublevel F = 3 of parity − of the
first excited rotation level 2Π3/2(J = 5/2). De-excitation is only possible via the
inverse transition and cannot lead to a population inversion. Conversely, the two
sublevels of parity + F = 1 and F = 2 of the fundamental level are connected with
the single excited level F = 2 of parity −, producing a population transfer in the
direction indicated by the arrows in Fig. 3.2. An analogous phenomenon arises at
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79 µm between the fundamental level and the excited 2Π1/2(J = 1/2) level. The
effect on the respective populations of the four sublevels of the fundamental level
depends on the optical depth in the different lines and on the relative fluxes at 119
and 79 µm. It can be either enhanced absorption or maser emission. Similar effects
can result from pumping between vibration levels by a near-IR continuum, or from
pumping by the lines of OH themselves in the far-IR (rotation lines) or in the near-IR
(vibration lines), possibly shifted by Doppler effect if they come from different parts
of the interstellar medium. Excellent studies of these rather complex phenomena can
be found in Litvak [331] and Lucas [337].

We now show in a very simplified way how an interstellar maser works, after
Rohlfs & Wilson [439]. Let us consider a molecule with three energy levels l, u
and 3, and simply assume that the statistical weights of these levels are the same,
implying Blu = Bul = B. Let us call A the spontaneous emission probability Aul .
The transfer equation for the u, l line is then simply

dIν
ds

= hν0

4π
[(nu − nl)BIν + nu A] φ(ν). (3.73)

Because the radiation field Iν in a maser is very large, spontaneous emission can
be neglected with respect to stimulated emission. The population of the levels l and
u is determined by

i) collisions whose rates are Clu � Cul;
ii) stimulated emission and absorption that we will represent as

M = B〈I〉 = BI
Ωm

4π
, (3.74)

where Ωm is the solid angle inside which radiation propagates;
iii) radiative transitions between levels l and u and level 3, which correspond to

pumping represented by probabilities Pul and Plu .
The statistical equilibrium between l and u is then

nl(Clu + Mlu + Plu) = nu(Cul + Mul + Pul + A), (3.75)

which simplifies to
nu

nl
= Plu + M + C

Pul + M + C
, (3.76)

A being negligible. We do not specify the pumping mechanism which can be radiative
or collisional, but is is clear that Plu must be larger than Pul in order to produce the
population inversion and hence the maser effect.

If M and C were equal to zero, the population inversion would be

∆n0 = (nu − nl)M=C=0 = n
Plu − Pul

Plu + Pul
, (3.77)

with n = nu + nl . If now M �= C �= 0, defining P = Plu + Pul we obtain
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∆n = ∆n0

1 + 2(C + M)/P
. (3.78)

Inserting this expression into the transfer equation (3.72), we obtain

dIν
ds

= αIν
1 + Iν/Is

+ ε, (3.79)

where

α = hν0

c
B

∆n0

1 + 2C/P
φ(ν), (3.80)

Is = cP

2BΩm
(1 + 2C/P), (3.81)

ε = hν0

4π
nu Aφ(ν). (3.82)

Most often we can consider ε as a constant, and it can even be neglected in many
cases.

If Iν � Is, the maser is said to be unsaturated and the solution of the transfer
equation is, at the line centre (ν = ν0),

Iν0 = I0eα0s + ε

α0
(eα0s − 1), (3.83)

where s is the length of the maser. In the temperature notation of the Rayleigh–Jeans
approximation, this relation becomes

TB = Tbkgdeα0s + |Tex |(eα0s − 1), (3.84)

where Tbkgd is the brightness temperature at the rear of the maser. The gain of the
maser is eα0s. It can be very large, reaching 1016 as an example. In such a case, the
intensity of the line is very sensitive to the physical conditions in the medium, and
it can vary very rapidly with time.

If conversely Iν � Is, the maser is saturated and the solution of the transfer
equation is

Iν0 = I0 + (α0 Is + ε)s. (3.85)

In this case the line intensity is less sensitive to the physical conditions.
Unsaturated and saturated masers are extreme cases. In practice a maser is unsat-

urated near the background continuum source and becomes progressively saturated
as the line intensity increases (Fig. 3.3).

It is interesting to see that the line becomes narrower during progression to the
unsaturated part of the maser. Assuming that the line is initially gaussian:

φ0(ν) = α0 exp

(−(ν − ν0)
2

2σ2
0

)
, (3.86)

an approximation for the profile near the line centre is
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Fig. 3.3. Variation of the gain (right scale) and of the line width (left scale) as a function
of position in an interstellar maser. Radiation propagates from left to right. From Rohlfs &
Wilson [439].

φ0(ν) � α0

[
1 − 1

2

(
ν − ν0

σ0

)2
]

. (3.87)

A broad-band background source, whose brightness temperature Tbkgd does not
depend on frequency, will therefore yield from (3.83) a line with the profile

TB(ν) = Tbkgd exp

{
α0 exp

[
−α0s(ν − ν0)

2

2σ2
0

]}
. (3.88)

This is a gaussian profile with dispersion

σ = σ0√
α0s

. (3.89)

The line thus becomes narrower and narrower during propagation until the line
centre saturates. Then the line broadens until it reaches the initial width if saturation
is very strong (Fig. 3.3).



4 The Neutral Interstellar Gas

We begin with this chapter an investigation of the different components of the
interstellar medium. We will first study the physics of the atomic gas and then that
of the molecular gas. The chemistry will be discussed in Chap. 9. Chapter 5 will
treat of the ionized gas, and the interfaces between neutral and ionized media will
be examined in Chap. 8. High-energy phenomena will be the subject of Chap. 6, and
the dust, which is intimately mixed with the gas, will be dealt with in Chap. 7.

We should mention at the beginning that the distinction between the so-called
neutral medium and the ionized medium is somewhat arbitrary. The neutral medium
is best defined by the absence of hydrogen Lyman continuum photons, so that hydro-
gen is neutral. However, interstellar extinction is considerably smaller at wavelengths
longward of the Lyman discontinuity (911.7 Å, see Fig. 2.5), so that some elements
like carbon or the metals as well as the dust grains can be ionized by UV radiation.
Cosmic rays ionize a small fraction of all elements even deep inside molecular clouds
(see Sect. 8.1), and X-rays, when present, can also weakly ionize all elements in-
cluding hydrogen. The neutral medium has, in fact, a non-zero degree of ionization,
which plays a very important role in its physics. Also, the so-called atomic medium
contains a non-negligible quantity of molecules (cf. further Fig. 4.10), while the
so-called molecular medium contains a small fraction of atoms.

4.1 The Atomic Neutral Gas

This component contains most of the mass of the interstellar medium. There are
three main observables to study the neutral gas: the 21-cm line of atomic hydrogen
which traces the main constituent and allows us to measure its temperature, the
fine-structure lines in the far-IR which are the main cooling source for the medium,
and the interstellar absorption lines that give the chemical composition and some
physical parameters.

4.1.1 The 21-cm Line of Atomic Hydrogen

In this section we will examine successively the measurements of this line, first in
emission, then in absorption, and we will summarize the main results obtained for
interstellar atomic hydrogen.



46 4 The Neutral Interstellar Gas

Generalities, Emission Measurements

The 21-cm line, for which the exact frequency is 1.420 405 751 786(30) GHz (λ =
21.106 114 cm), corresponds to the transition between the two hyperfine sublevels
of the fundamental state of H i. The energy of the atom is larger by 6 × 10−6 eV
when the spins of the electron and of the proton are parallel compared to when
they are antiparallel. The total angular momentum is F = 0 in the latter case,
with a statistical weight gl = 1, while for the upper level F = 1 and gu = 3.
The excitation temperature of the line is often called the spin temperature, Tspin.
The transition is strongly forbidden, the spontaneous emission probability being as
small as Aul = 2.87 × 10−15 s−1, hence a radiative lifetime of the upper sublevel
of 1/Aul = 1.1 × 107 years, considerably larger than the time between H atom
collisions even at the low densities of the interstellar medium, which is of the order
of hours. Radiation becomes important only for densities lower than a critical density
ncrit < 10−2 T−1/2

K cm−3, where TK is the kinetic temperature of the gas. The levels
are thus essentially always in collisional equilibrium, hence at LTE, and Tspin � TK .
Most of the hydrogen atoms are in the fundamental level, hence in the two hyperfine
sublevels, because the level immediately above is at an energy of 10 eV and is not
metastable. Then (3.37) shows that the total H i density is

nH = nu + nl = 4nl, (4.1)

since hν0/kTspin � 1, the Rayleigh–Jeans approximation being valid at 21 cm.
If the optical thickness in the line is small, we can write

TB(ν) = TKτ(ν), (4.2)

and from (3.33) we have

τ(ν) = 2.597 × 10−15 N(H i)φ(ν)

TK
. (4.3)

N(H i) is the column density of hydrogen atoms (the number of atoms in a column
with unit cross-section, expressed in atoms cm−2). We see that in the optically thin
case the line inten sity does not depend on the temperature since φ(ν) ∝ TK , but only
on the total column density N(H i). Radioastronomers express the line profile, φ(v),
as a function of radial velocity rather than of frequency. This is logical because line
broadening is only caused by the Doppler effect, its natural width being extremely
narrow since the lifetime of the upper level is only limited by collisions which are
rare in the diffuse medium. We thus have

v − v0 = c
ν − ν0

ν0
. (4.4)

We can then write

N(H i) � 1.8224(3) × 1018
∫

∆TB(v)dv atom cm−2(K km s−1)−1, (4.5)
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where ∆TB is the brightness temperature above the background continuum (which
is at least equal to the blackbody radiation of the Universe). If the line profile is
simple, for example gaussian, we have

N(H i) � 1.822 × 1018∆TB∆v atom cm−2, (4.6)

where ∆v is the line full width at half maximum (FWHM) in km s−1.
If the optical depth is large we must use the complete expression (3.18) with

TB(0) = 0, and

N(H i) = 1.822 × 1018 TK

∫
ln

[
TK

TK − ∆TB(v)

]
dv atom cm−2(K km s−1)−1,

(4.7)
which requires a knowledge of TK . Of course, the determination of N(H i) is impre-
cise if τ > 1.

For observations in the Galaxy, or in nearby galaxies like M 31, the radial velocity
is generally given with respect to the local standard of rest (LSR). This velocity vLSR

is related to the heliocentric velocity vhel (with respect to the centre of gravity of the
Solar system) by

vLSR = vhel + 19.5(cos α� cos δ� cos α cos δ

+ sin α� cos δ� sin α cos δ + sin δ� sin δ) km s−1, (4.8)

where 19.5 km s−1 is the standard velocity of the Sun with respect to the LSR, α

and δ are the equatorial coordinates of the line of sight at the same equinox as the
equatorial coordinates α� and δ� of the solar apex. At equinox 1900 (not 2000 !),
the standard apex is at α�(1900) = 18h, δ�(1900) = +30◦, and we have simply

vLSR = vhel + 19.5(−0.866 03 sin α cos δ + 0.5 sin δ) km s−1. (4.9)

Absorption Measurements

The 21-cm line can be seen in absorption in front of a continuum radiosource or
in front of the 21-cm emission of warmer H i. In the case of absorption in front of
a continuum varying slowly with frequency, we can directly measure the optical
depth τ(v) of the intervening H i cloud as follows. The solution of the transfer
equation is then, assuming an uniform cloud,

TB(v) = TK (1 − exp[−τ(v)]) + TC exp[−τ(v)], (4.10)

where TC is the brightness temperature of the continuum. In general, absorption
measurements are made with interferometers with a high angular resolution, which
are insensitive to the extended emission from the cloud. In this case the first term of
the preceding equation vanishes, and we simply have
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Tabs(v) = TC exp[−τ(v)]. (4.11)

Remember (3.33) that τ is inversely proportional to the excitation temperature
(which is itself identical to the kinetic temperature), so that the column density of
H i cannot be derived from an absorption observation alone.

If we observe the 21-cm emission in the directions immediately adjacent to that of
a source with a large single antenna or with a low angular resolution interferometer,
by interpolation we obtain the expected emission that would be observed in the
direction of the source in the absence of this source. This supplies the quantity

∆Tem(v) = TK (1 − exp[−τ(v)]). (4.12)

From the two preceding equations we can derive the kinetic temperature and the
optical depth, hence the column density in the cloud.

This method is practically the only one which can give, rather directly, the tem-
perature of atomic interstellar clouds. It suffers however from several difficulties.
One is the difficulty in determining the expected emission if the emission observa-
tions do not have sufficient angular resolution with respect to the spatial fluctuations
in the emission. This difficulty was major for early observations but tends to disap-
pear for more recent interferometer observations. Another difficulty is the presence
of warm and cold H i phases along the line of sight. This is generally the case.
Although there is no really safe method to separate their respective contributions,
a method due to Mebold et al. [362] gives a substantial improvement and deserves
some explanation. Let us assume that there is a mixture of warm and cold H i along
the line of sight (a cold cloud immersed in a warm intercloud medium) but that only
the cold H i contributes appreciably to absorption. Let q be the fraction of emission
due to the warm gas located in front of the cold gas, hence unaffected by absorption.
The brightness temperature T(v) of the emission observed at velocity v is

T(v) = qTwarm(v) + Tcold(v) + (1 − q)Twarm(v)e−τ(v), (4.13)

where the first term is the fraction of the emission of the warm gas unaffected by
absorption, the second term is the emission of the cold gas and the third term is
the rest of emission of the warm gas behind the cold gas affected by its absorption
with an optical depth τ(v). Since Tcold = TK,cold[1 − e−τ(v)], TK,cold being the kinetic
temperature of the cold gas, the preceding expression can be rearranged to give

T(v) = [1 − e−τ(v)][TK,cold − (1 − q)Twarm(v)] + Twarm(v). (4.14)

Figure 4.1 shows an example of emission and absorption spectrum in the direction
of the continuum source N 157b located in the Large Magellanic Cloud. In Fig. 4.2
T(v) is plotted as a function of 1 − e−τ(v) and the points representative of the
different spectral channels are connected to each other. Near the absorption peaks
we can measure a slope m(v) which is equal to

m(v) = dT(v)/d[1 − e−τ(v)] = TK,cold − (1 − q)Twarm(v). (4.15)
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Fig. 4.1. The 21-cm emission spectrum in the vicinity of the continuum source N 157b in the
Large Magellanic Cloud (top), and the absorption spectrum (optical depth) in the direction of
the same source (bottom). Reproduced from Mebold et al. [362], with the permission of the
AAS.

This equation allows us to derive TK,cold for a given absorption component from
m(v) and Twarm if some hypothesis is made about the value of q. For the simple case
in which Twarm is assumed to be constant over the velocity range of the absorption
line, we can directly read the slope m and the intercept Twarm from Fig. 4.2. For
example, the component centreed at 285 km s−1 has m(v) � 0 and Twarm � 65 K, so
that TK,cold � 33 K if q = 0.5. For the other component at 260 km s−1, m(v) � 25 K
(obtained as a mean of the two slopes on each side of the central velocity) and
Twarm � 45 K, hence TK,cold � 39 K if q = 0.5. Unfortunately there is no way to
determine q, but this method is nevertheless better than the classical method which
attempts to find in the emission profile those gaussian components which are seen
in absorption.
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Fig. 4.2. Emission–absorption diagram for N 157b. The figures on the curves are the helio-
centric radial velocity in km s−1. For explanations see the text. A cloud with a given spin
temperature Tsp (equal to the kinetic temperature) would plot on the straight line going through
the origin, which is labelled by this temperature. Reproduced from Mebold et al. [362], with
the permission of the AAS.

Results

The main application of the 21-cm line is the measurement of the mass, the distribu-
tion and the kinematics of atomic gas in our Galaxy and in external galaxies. For this,
it is generally assumed that the line is optically thin, so that the column density does
not depend upon the physical temperature of the gas (4.6). This can be unavoidably
misleading because there is in general no way to determine the optical depth, but
this depth can be large and we must keep in mind that the H i masses obtained in this
way are lower limits. It is impossible here to give a complete overview of the results
obtained from 21-cm line observations. We simply remind the reader that the atomic
phase is almost always the dominant mass component of the interstellar medium of
galaxies. Emission and absorption measurements have yielded very important results



4.1 The Atomic Neutral Gas 51

in spite of the difficulties in their interpretation. The main results can be summarized
as follows:

– The atomic interstellar medium is extremely inhomogeneous. The 21-cm emis-
sion is dominated by filaments, sheets and shells (Plates 3, 4, 5, 6 and 32). This
structure has a fractal appearance and could be due to turbulence.

– There are two phases in the atomic interstellar medium. One is warm (several
thousands degrees), of low density (0.1–0.3 cm−3), and is barely seen in absorp-
tion with some exceptions (Mebold & Hills [363]). The other is cold (60–100 K),
denser (a few tens of atoms cm−3), and dominates absorption. It is this com-
ponent which is the main contributor to the complex structures we have just
mentioned. It can also be found in the envelopes of molecular clouds. The warm
component contains about as much matter as the cold component in the Galaxy,
but it forms a thicker disk. Their respective mean half-thicknesses 〈|z|〉 are about
186 and 105 pc near the Sun (Falgarone & Lequeux [169], Malhotra [346],
Dickey & Lockman [124]). The heating of the warm component implies partial
ionization (see Sect. 8.1). Moreover, there seems to exist some neutral gas in the
halo, with a high velocity dispersion (60 km s−1) and a scale height of the order
of 4.4 kpc (Kalberla et al. [276]). This gas might be in hydrostatic equilibrium,
and its column density at the galactic poles is about 1.4 × 1019 atom cm−2, quite
low compared to the column densities of the cold and the warm components,
which each have ∼ 1.5 × 1020 atom cm−2.

– H i structures are often called “clouds”, a term which does not imply a more
or less spherical shape. The distribution of cloud column densities is φ(NHI) ∝
(NHI)

−1.3, which would correspond to a size distribution ∝ r−3.3 if they were
spherical. The velocity dispersion between clouds along a galactic line of sight
is approximately 9 km s−1, after correction for differential rotation.

– There exists, at high galactic latitudes neutral gas that falls onto the galactic
plane with velocities ranging from a few km s−1 to several hundreds of km s−1

(Plate 3, top). These high-velocity clouds might either be of extragalactic origin,
or more probably originate in the hot ionized gas ejected by supernovae and
bubbles from the galactic disk which then falls back onto the disk while cooling
and recombining. We will come back to this point in Chap. 15.

4.1.2 Fine-Structure Lines in the Far-Infrared

Most important atoms and ions in the interstellar medium have their energy levels, in
particular the fundamental level, split by fine-structure interaction between the total
orbital momentum of the electrons and their total spin. The total orbital momentum
is represented by the quantum number L which is the vector sum of the orbital
moments of all the electrons, and the total spin S is the vector sum of all the electron
spins. The total angular momentum is J = L + S in the case of the Russell–Saunders
coupling (LS coupling), which generally applies to relatively small atoms. If this
coupling applies, we note the terms of the fundamental state n = 1 as xYJ , with
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Fig. 4.3. Energy level diagram (Grotrian diagram) for C, C+ et O, illustrating the fine-structure
transitions. The wavelengths of the observable transitions are indicated.

x = 2S + 1 = 1, 2, 3 or 4, which correspond respectively to singlet, doublet, triplet
and quadruplet, and Y = S, P, D . . . for L = 0, 1, 2 . . .. The selection rules for
electric dipole transitions are ∆S = 0,∆L = ±1 and ∆J = 0,±1; transitions with
J = 0 → J = 0 are forbidden. Figure 4.3 shows an example of the fine structure
sublevels of C i, C ii and O i. Transitions between these sublevels are forbidden
(magnetic dipole only); the electric dipole transitions are forbidden because they
violate the selection rule ∆L = ±1. The 3 P2 ↔ 3 P0 transitions, that also violate
the ∆J = 0,±1 rule, are even weaker (electric quadrupole).

Table 4.1 gives a list of the most important forbidden transitions in the neutral
interstellar medium. In order to avoid repetition, it also contains ionic lines that are
found only in the ionized interstellar medium, which will be discussed in Sect. 5.1.
The values of the atomic parameters should be considered as indicative and should
be checked against the most recent sources. Here is a list of the URLs of Internet sites
containing atomic and molecular data bases. These are generally regularly updated,
with links between them or to other data bases:

Center for Astrophysics: http://cfa-www.harvard.edu/amdata/ampdata/

Cloudy (University of Kentucky): http://www.pa.uky.edu/˜verner/atom.html
NIST: http://physics.nist.gov/PhysRefData/

OPACITY Project: http://vizier.u-strasbg.fr/OP.html
IRON Project (references only): http://www.am.qub.ac.uk
CHIANTI: http://wwwsolar.nrl.navy.mil/chianti.html.
The fine-structure transitions being forbidden, absorption of radiation at these

wavelengths cannot appreciably populate the upper energy level1. For the same
reason, we can generally neglect stimulated emission. If the line is optically thin,
the upper level is only populated by collisions. De-excitation of the upper level

1 There are however some cases (e.g. [O i]λ63 µm in photodissociation regions, see Chap. 10)
in which the column density of the atom or ion is so large that the line becomes optically
thick: absorption cannot be neglected in such cases.
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Table 4.1. The most important forbidden lines in the interstellar medium. Only C i, C ii, O i,
Si ii, S ii, and Fe ii are present in the neutral medium. They are also present in the ionized
medium, but generally in smaller amounts than more ionized species. Wavelengths λ are
given in air for the visible transitions and in vacuum for the infrared/submillimetre ones.
The collision strengths Ωul (cf. (4.17)) are for collisions with electrons at a temperature of
104 K. The critical densities ncrit = Aul/〈σulv〉 (cf. (3.44)) correspond to collisions either
with electrons (for Te � 104 K), or with H2 molecules when between round brackets (for
TK � 100 K). The values of the atomic parameters are only indicative and should be checked
against the most recent sources. Some unobservable radiative transitions are not indicated, but
the corresponding collisional transitions cannot be neglected. This is the case for the transition
3P2−3P0 of O iii, with Ωul = 0.21, and for similar transitions in 3-level ions.

Ion Transition λ Aul Ωul ncrit

l–u µm s−1 cm−3

C i 3P0−3P1 609.1354 7.93 × 10−8 – (500)
3P1−3P2 370.4151 2.65 × 10−7 – (3000)

C ii 2P1/2−2P3/2 157.741 2.4 × 10−6 1.80 47 (3000)
N ii 3P0−3P1 205.3 2.07 × 10−6 0.41 41

3P1−3P2 121.889 7.46 × 10−6 1.38 256
3P2−1D2 0.65834 2.73 × 10−3 2.99 7700
3P1−1D2 0.65481 9.20 × 10−4 2.99 7700

N iii 2P1/2−2P3/2 57.317 4.8 × 10−5 1.2 1880
O i 3P2−3P1 63.184 8.95 × 10−5 – 2.3 × 104 (5 ×105)

3P1−3P0 145.525 1.7 × 10−5 – 3400 (1 × 105)
3P2−1D2 0.63003 6.3 × 10−3 – 1.8 × 106

O ii 4S3/2−2D5/2 0.37288 3.6 × 10−5 0.88 1160
4S3/2−2D3/2 0.37260 1.8 × 10−4 0.59 3890

O iii 3P0−3P1 88.356 2.62 × 10−5 0.39 461
3P1−3P2 51.815 9.76 × 10−5 0.95 3250
3P2−1D2 0.50069 1.81 × 10−2 2.50 6.4 × 105

3P1−1D2 0.49589 6.21 × 10−3 2.50 6.4 × 105

1D2−1S0 0.43632 1.70 0.40 2.4 × 107

Ne ii 2P1/2−2P3/2 12.8136 8.6 × 10−3 0.37 5.9 × 105

Ne iii 3P2−3P1 15.5551 3.1 × 10−2 0.60 1.27 × 105

3P1−3P0 36.0135 5.2 × 10−3 0.21 1.82 × 104

Si ii 2P1/2−2P3/2 34.8152 2.17 × 10−4 7.7 (3.4 × 105)
S ii 4S3/2−2D5/2 0.67164 2.60 × 10−4 4.7 1240

4S3/2−2D3/2 0.67308 8.82 × 10−4 3.1 3270
S iii 3P0−3P1 33.4810 4.72 × 10−4 4.0 1780

3P1−3P2 18.7130 2.07 × 10−3 7.9 1.4 × 104

S iv 2P1/2−2P3/2 10.5105 7.1 × 10−3 8.5 5.0 × 104

Ar ii 2P1/2−2P3/2 6.9853 5.3 × 10−2 2.9 1.72 × 106

Ar iii 3P2−3P1 8.9914 3.08 × 10−2 3.1 2.75 × 105

3P1−3P0 21.8293 5.17 × 10−3 1.3 3.0 × 104

Fe ii 6D7/2−6D5/2 35.3491 1.57 × 10−3 – (3.3 × 106)
6D9/2−6D7/2 25.9882 2.13 × 10−3 – (2.2 × 106)
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occurs via collisions and emission of radiation, one process or the other dominating
depending upon the density. For an optically thin line, the statistical equilibrium
equation is thus simply

nlClu = nu(Aul + Cul), (4.16)

with Cul = n〈σulv〉 (3.42), n the density of those particles which are effective
collision partners, in general free electrons, and Clu = Cul

gu
gl

exp(−hν/kTK ) (3.38).
When electrons dominate the collisions, the collisional de-excitation probability is
often written as

Cul = 8.63 × 10−6

gu T 1/2
e

neΩul, (4.17)

where ne and Te are respectively the electron density and the electron temperature.
This defines the collision strength Ωul , which with the chosen numerical coefficient
is a parameter of order unity, and depends little upon the electron temperature.

The density in the upper level is given by

nu

nl
= gu

gl
exp(−hν/kTK )

Cul

Aul + Cul
, (4.18)

neglecting implicitely the stimulated emission, assuming a low intensity. The com-
plete expression is given (3.39). Notice that, the upper level of fine-structure tran-
sitions being generally poorly populated, nl is in practice the total density of the
considered atom or ion. The critical density, ncrit , above which collisions dominate
the de-excitation of the upper level, is such that Aul = Cul , so that Aul/Cul = ncrit/n,
where n is the density of the particles responsible for the collisions. ncrit is temper-
ature dependent. Approximate values are given in Table 4.1.

From (3.3), we see that the integrated intensity of an optically thin line at small
densities is simply given by

Iul = hν

4π
nu Aul erg s−1 sterad−1. (4.19)

The exact expression, useful for high densities, is easily obtained from (4.16) to
(4.18):

Iul = hν

4π
nion Aul

(gu/gl) exp(−hν/kTK )

1 + (gu/gl) exp(−hν/kTK ) + n/ncrit
, (4.20)

where nion is the density of the emitting ion. If the density is much smaller than
the critical density, the line intensity is proportional to nnion , and since the density
of the ion is proportional to n the line intensity varies as the square of the density.
Conversely, if n � ncrit , the levels are in thermal equilibrium (LTE) and the line
intensity varies simply with nion .

Fine-structure lines are of major importance in the physics of the interstellar
medium. In effect the [C ii]λ157.7 µm line is very easily excited in the diffuse inter-
stellar medium (see column 6 of Table 4.1), and is the main coolant of this medium
as long as its temperature is smaller than about 100 K. At higher temperatures,
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the [O i]λ63 µm line also takes part in the cooling. In photodissociation regions
and in shocks, emission lines of molecules such as H2, CO and H2O are also ma-
jor coolants. All these lines have been observed in many sources with the Kuiper
Airborne Observatory, the COBE satellite, stratospheric balloons and several other
satellites, in particular the ISO and SWAS satellites. ISO has also observed the [O i]
line in absorption in several directions with high column densities. This line is then
probably optically thick, which prevents a good determination of the column density
of O i.

4.1.3 Interstellar Absorption Lines

Generalities

Many interstellar absorption lines have been observed in the spectra of stars. They
differ from stellar lines by being much narrower and also by having a fixed wave-
length (when the target star is a close binary, the stellar lines vary periodically in
wavelength due to the Doppler effect of the orbital motion). In the visible and near
UV, we observe lines from atoms (Na, K, Ca), ions (Ca+, Ti+) and molecules (CN,
CH, CH+, C2 at 10 140 Å and OH near 3 080 Å). Thanks to the Copernicus satellite
and more recently to other space observatories such as the Hubble Space Telescope
and the FUSE satellite, a very large number of atomic, ionic and molecular lines
have been observed in the far-UV. Among the atomic lines the Lyman series of
atomic hydrogen are conspicuous, and among the molecular lines the many lines of
H2. These lines supply important information on the chemical composition and the
physical conditions in the diffuse interstellar medium. Let us now see how we can
derive column densities from such observations.

The equivalent width of a line is defined as

W =
∫

line

I0 − Iλ
I0

dλ, (4.21)

where I0 is the intensity of the stellar continuum on each side of the line and Iλ the
intensity in the line at wavelength λ. Equivalent widths are given in wavelength units,
generally in mÅ. The upper level of the transition being little populated because it
lies at high energy, the spontaneous and stimulated de-excitations from this level can
be neglected, and we have simply

W =
∫

(1 − e−τ ) dλ, (4.22)

where τ is the optical depth. For low column density N the line is optically thin
(τ � 1) and we have

W =
∫

τν dλ =
∫

τνλ
2 dν/c. (4.23)

We have from (3.32) (for hν0/kTex � 1)
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τ(ν) = c2 Nlgu

8πν2gl
Aulφul(ν), (4.24)

the equivalent width for an optically thin line is then

W = λ2 Nlgu

8πgl
Aul

λ2

c
, (4.25)

since
∫

φul(ν)dν = 1.
We often express the spontaneous emission probability Aul as a function of the

oscillator strength, a quantity equal to 1 for a harmonic oscillator and not very
different from 1 for the strong resonance lines which are the main lines observed in
interstellar absorption:

f = mec3

8πν2e2
Aul

gu

gl
, (4.26)

where me and e are the mass and the charge of the electron. From this we derive

W = πe2

mec2
Nlλ

2 f, (4.27)

or numerically

(
W

Å

)
= 8.85 × 10−13

(
λ

µm

)2 (
N

cm−2

)
f. (4.28)

If the line is not optically thin, we must consider its profile. The line profile is
determined by Doppler broadening and damping broadening mechanisms. The latter
is also called natural broadening. Collisional broadening is generally negligible for
interstellar absorption lines. The optical depth is then given as

τ(ν) = N
πe2 f

mec

λe−(v/b)2

b
√

π
⊗ γ

∆ω2 + (γ/2)2
, (4.29)

where⊗ designates the convolution product between the first term which corresponds
to the Doppler broadening and the second term which corresponds to the damping. b
is

√
2 times the velocity dispersion σv along the line of sight, including the thermal

velocity dispersion. ω = 2πν is the angular frequency. For a medium with kinetic
temperature TK and random motions (microturbulence) represented by ζ2 we have

b2 = b2
th + ζ2, with (4.30)

bth =
√

2kTK

Am p
= 12.9

√
(TK/104 K)/A km s−1, (4.31)

where A is the mass number of the element and m p the proton mass. γ is the damping
parameter, the inverse of the radiative lifetime of the excited level.
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Fig. 4.4. Profiles of interstellar absorption lines and curves of growth. Top: schematic profiles
of an absorption line as a function of the column density of the absorbing atoms (in arbitrary
units). The very broad damping wings appear for high column densities. Middle: schematic
curve of growth for the same line, where its equivalent width is plotted as a function of the
column density. The two curves to the right correspond to two different values of the damping
constant. The figures along the curve correspond to the column densities of the profiles above.
Bottom: observed curve of growth for the interstellar medium in front of the star ζ Oph,
reproduced from Morton [375] with the permission of the AAS. Here log(N fλ) is given
in abscissae instead of log N , and log(W/λ) in ordinates instead of log W . In this case, the
curves of growth for the different atoms coincide except on the damping part, this because the
damping constants are different for the different lines.
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The convolution gives a Voigt profile that describes the line shape, so that

τ(ν)

τ0
= a

π

∫ +∞

−∞
e−x2

dx

a2 + (v/b − x)2
, (4.32)

with a = γλ/(4πb).
Calculating the integral of exp −τ(ν) over the line profile, which we do not show

here, we can obtain its equivalent width (4.22). For increasing optical depths, we first
find that the equivalent width is proportional to the column density N (4.5), then to
(log N)1/2 (the Doppler plateau where the equivalent width depends very little upon
the column density), and finally to N1/2 (the damping part where the line profile is
dominated by the damping wings and where the equivalent width is again sensitive
to the column density). This is illustrated by Fig. 4.4. Unfortunately most observed
absorption lines lie on the Doppler plateau.

Let us now consider several absorption lines from different elements, at different
wavelengths, in the same cloud. We assume that they are broadened in the same
way by the Doppler effect, with the same velocity dispersion: this is the case if
the Doppler width is dominated by turbulence rather than by thermal motions,
frequently the case. The Doppler width ∆λD is proportional to λ and for unsaturated
lines W ∝ ∆λD ∝ λ. As a result, if we plot the curve of growth (Fig. 4.4) which
gives log(W/λ) as a function of log(λN f), the representative points for the different
lines are located on a single curve, even if these lines are saturated. This is no longer
the case for larger column densities, in which case the line width is dominated by
the damping wings, because the damping constant is not the same for all lines.

A better reduction technique than the use of curves of growth consists of fitting
the line profiles by a model in which we introduce already known parameters for the
given line of sight. This technique is the only one that can be used for complex line
profiles.

Results: 1. Applications to the Physics of the Interstellar Medium

We observe in the visible spectrum of many stars a substantial number of atomic in-
terstellar absorption lines. They are all resonance lines starting from the fundamental
level of the atom. The principal lines are:

– The D1 and D2 doublet of neutral sodium (5 889-5 895 Å). These lines are almost
always saturated and it is difficult to derive the abundance of Na from them. For
this purpose, it is better to use the weak UV lines at 3 302.4 and 3 303.0 Å.

– The line of neutral potassium at 7 699 Å.
– The H and K doublet of ionized calcium at 3 933 and 3 968 Å.
– The line of neutral calcium at 4 226 Å.
– Weaker lines of Li, Ti+ etc.

These lines are often multiple, indicating the presence of several interstellar clouds
along the line of sight. The information obtained from the line profiles (internal
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velocity dispersion in each cloud, random motions between clouds) complements
what can be extracted from the 21-cm hydrogen line.

The coexistence of Ca0 and Ca+ lines also allows us to obtain the degree of
ionization of the corresponding cloud. We observe that Ca+ is much more abundant
than Ca0. This is due to ionization by UV radiation from stars at energies between
6.11 eV (203.8 nm), the ionization potential of Ca0, and 13.6 eV (91.1 nm), the
ionization potential of hydrogen. The neutral interstellar medium is opaque at shorter
wavelengths due to the very strong absorption by H atoms. The ionization equilibrium
of calcium can be written as

n(Ca0)Γ = n(Ca+)neα, (4.33)

where Γ is the ionization probability per second of neutral calcium, that can be
estimated if we know the UV radiation field, and α the recombination probability
per second. ne is the electron density. α depends on the electron temperature Te

and varies as T−0,7
e . Te is practically equal to the kinetic temperature which can be

estimated from 21-cm line observations. From the measured column densities of
neutral and ionized calcium, which are assumed to be proportional to the volume
densities, we can estimate the electron density. ne is generally found to be lower
than 1 electron cm−3. Most of these free electrons are in interstellar clouds that
are relatively transparent to the UV, and come from the ionization of carbon, the
most abundant element with an ionization potential (11.260 eV) lower than that of
hydrogen.

The UV range is much richer in absorption lines than the visible, because most
atoms and ions have lines in the UV, with the notable exception of helium. The diffi-
culties in interpretation are the same as for the optical range: strong lines are saturated
and cannot yield accurate column densities. Fortunately, several very abundant ele-
ments such as oxygen and carbon also have very weak UV lines (see e.g. Sofia et al.
[481]). In several cases the same element can be observed as a neutral atom and as
an ion, allowing us to derive the electron density in the same way as for calcium.

We can also sometimes observe several absorption lines with wavelengths close
to each other, which come from different fine-structure levels of the fundamental
state of the same atom or ion. We can then directly obtain the respective populations
of these levels. This gives valuable information on those physical parameters that
determine their excitation, essentially the electron density. For example, ionized
carbon has two lines, C iiλ1 334.57 and C ii*λ1 335.70 Å, which unfortunaly are
often saturated. They come respectively from the two fine-structure sublevels 2P1/2

and 2P3/2 of the fundamental (cf. Fig. 4.3). The fine-structure transition at 157.7 µm
that was discussed in the previous section connects these sublevels. We can then
in principle determine the cooling rate of the diffuse medium which is dominated
by this 157.7 µm line, simply by observing the C ii* absorption line, provided the
difficulties due to its saturation can be resolved (Pottasch et al. [412]; Gry et al.
[210]). The latter obtain a cooling rate of 3.5+5.4

−2.1 × 10−26 erg s−1 per hydrogen
nucleus, in agreement with the more direct determination of Bennett et al. [31]
which is based on observations with COBE. The significance of these results will be
discussed in Chap. 8.
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Neutral carbon has a rather large number of UV absorption lines including the
three sublevels of the fundamental 3P0, 3P1 and 3P2 (cf. Fig. 4.3), designated as C i,
C i* and C i** (Jenkins et al. [261]). As these numerous transitions have a large
range of oscillator strengths, it is easy to solve the saturation problems and to obtain
accurate column densities. The population ratios between the three fine-structure
levels of C i are determined principally by the density of atomic hydrogen, the
dominant collision partner, and by the kinetic temperature. They are good indicators
of the pressure P = nkTK , as shown by Jenkins & Shaya [260]2. From these
measurements Jenkins et al. [261] find that most of the diffuse interstellar medium is
at pressures such that 103 < P/k < 104 cm−3 K, but that there are regions with larger
or smaller pressures. It is thus difficult to define a mean pressure for the interstellar
medium. The large pressure variations from place to place are due to the constant
agitation of the interstellar medium, and, in particular, to the shocks crossing it that
arise from supernova explosions, stellar winds and the expansion of H ii regions.

Results: 2. Determination of Elemental Abundances
in the Interstellar Gas

The most important use of the UV absorption lines is the determination of the
abundance of elements in the gaseous phase of the interstellar medium. The column
density of atomic hydrogen is obtained, in principle, rather straightforwardly from
the shape of the Lyman α line at 1 215.67 Å, since this line is almost always in the
damping part of the curve of growth. For such lines the column density is related to
the equivalent width by

N

cm−2
= mec3

e2λ4

W2

fγ
= 1.07 × 1033 1

fγ

(
W

mÅ

)2 (
λ

Å

)−4

, (4.34)

where γ is the damping constant. However, these lines are very broad. Due to
difficulties in determining the stellar continuum it is better to fit a theoretical profile
to the observed one. For the Lyman α line we can use the following approximate
relation, which is not valid very close to the line centre (Bohlin [47]):

τ(λ) ≈ 4.26 × 10−20 NH

(λ − λ0)2
, (4.35)

where NH is in atom cm−2 and λ0 is the central wavelength of the line, λ being
expressed in Å.

Of course, normalization of the abundances to hydrogen requires adding to the
column density of H i, N(H i), twice the column density of molecular hydrogen
N(H2), which is obtained from its absorption lines at λ < 115 nm.

2 We can also use the C ii and C ii* lines for a determination of the pressure (Kulkarni &
Heiles [292]). Unfortunately these lines are usually very saturated and the derived column
densities are accordingly uncertain.
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Fig. 4.5. The abundances of some elements in the gas phase measured with the GHRS UV
spectrograph of the Hubble Space Telescope towards the star ζ Per. They are given relative
to the Solar system abundances and expressed as [X/H] = log(X/H) − log(X/H)�, and are
plotted as a function of the condensation temperature of the elements. Full symbols correspond
to abundances obtained from faint lines, and their heights correspond to an error of ±1σ in the
column density, the small horizontal lines including the uncertainty on the column density of
hydrogen. The open symbols correspond to determinations using a fit to the damping wings of
very saturated lines. The agreement between the two determinations is rather good for carbon
and oxygen, but bad for magnesium. This points to errors in the adopted oscillator strengths
for some Mg+ lines. Reproduced from Cardelli et al. [78], with the permission of the AAS.

For other elements, it can be difficult to estimate their total abundance if only
one ionization state can be observed. For O, N and the noble gases this problem does
not arise because they are not ionized in the “neutral” medium. There is no difficulty
either for most of the metals and carbon which essentially exist as singly ionized
ions in this medium, provided the ion can be observed. Otherwise, the ionization
equilibrium should be solved using knowledge of electron density obtained from an
ion/neutral pair, calcium for example.

Table 4.2 summarizes the abundances obtained along two characteristic lines of
sight, one in the cold diffuse medium and the other in the warm diffuse medium.
They are compared to abundances measured in the Solar system, in young B stars,
near the Sun, and in H ii regions. Figure 4.5 shows an example of some interstellar
abundances, relative to the Solar system abundances.

One point to note is that the Solar system is richer in heavy elements than
the younger stars of the Solar neighbourhood. This poses a problem for studies of
the chemical evolution of the Galaxy, because the heavy element abundances are
expected to increase with time. It could be that the Solar system is anomalously
overabundant in heavy elements. The abundances in H ii regions are close to the
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Table 4.2. The gas phase abundances of selected elements along two lines of sight, compared
to abundances in the Solar system, nearby B, F and G stars and H ii regions. Abundances
are given as 12 + log(X/H), X being the chemical symbol for the element and H that of
hydrogen. The deficiencies given in columns 6 and 7 are expressed, with respect to Solar
system abundances, as [X/H] = log(X/H) − log(X/H)�. The data come mainly from Savage
& Sembach [451] and from Snow & Witt [479]. Along the line of sight to µ Colombae, for
which deficiencies are smaller by about 0.3 dex compared to those in the warm medium in
front of ζ Ophiuchi, we observe [X/H] = +0.05 for P and +0.10 for S (Howk et al. [250]).

Element Solar system Stars H ii T 1
c ζ Oph cold ζ Oph warm

12 + log(X/H) K [X/H]

H 12.00 12.00 12.00 – – –
D 7.53 – – – –0.33:2

He 10.99 – 10.95 – – –
Li 3.31 – – 1 225 –1.58 –
B 2.88 – – 650 –0.93 –
C 8.55 8.33 8.60 75 –0.41 –
N 7.97 7.82 7.89 120 –0.07 –
O 8.87 8.66 8.77 180 –0.39 0.00
Ne – – 8.03 – – –
Na 6.31 – – 970 –0.95 –
Mg 7.58 7.40 – 1 340 –1.55 –0.89
Si 7.55 7.27 – 1 311 –1.31 –0.53
P 5.57 – – 1 151 –0.50 –0.23
S 7.27 7.09 7.31 648 +0.18 –
Ar 6.56 – – 25 –0.48 –
K 5.13 – – 1 000 –1.09 –
Ca 6.34 6.20 – 1 518 –3.73 –
Ti 4.93 4.81 – 1 549 –3.02 –1.31
Fe 7.50 7.43 6.59 1 336 –2.27 –1.25

1 Condensation temperature at thermal and chemical equilibrium, appropriate
for the Solar nebula with an initial gas pressure of 10−4 bar.

2 For lines of sight other than that of ζ Oph: Linsky et al. [325].

Solar system abundances, but they are somewhat uncertain except for oxygen. Iron
is underabundant in H ii regions, probably due to depletion into grains. We notice
that most elements are underabundant in the diffuse interstellar medium with respect
to the Solar system, young stars and H ii regions. Exceptions are S, Zn and P (Howk
et al. [250]), which do have solar abundances in the warm neutral medium! This
shows that the elemental abundances are not precisely known in the interstellar
medium.

The missing elements in the interstellar medium are believed to be in dust grains.
The underabundance of an element is larger if its condensation temperature is higher,
confirming this idea. Condensation must have taken place in circumstellar envelopes,
and also the interstellar medium itself. The underabundances are smaller in the warm
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medium, suggesting that the evaporation of grains, probably as a consequence of
shocks, has returned of a fraction of the elements to the gas phase. These phenomena
will be discussed in Chap. 15.

Finally we must mention the discovery, through their absorption lines, of highly
ionized elements like C iv, N v and O vi. C iv is even observed through emission
lines. We discuss the interpretation of these observations in Sect. 5.3.

4.2 The Molecular Component

4.2.1 Introduction

Before 1965, only three molecules were known in the interstellar medium: CH, CH+
and CN. They were discovered, through their absorption lines, in the direction of
bright stars and therefore exist in the diffuse interstellar medium. The real harvest
of interstellar molecule discoveries only began in 1965, thanks to radio observations
of their emission lines. In this year OH, NH3 and H2O were discovered. After
1970, many other molecules were discovered through millimetre–wave observations.
Today more than 120 different molecules are known in the interstellar medium and
in the envelopes of cool stars (asymptotic giant branch, or AGB stars). A significant
number of molecules are also found in comets. Many molecules have been discovered
in external galaxies, in particular CO which has been observed in galaxies at very
large redshifts.

Table 4.3 gives a list of the interstellar molecules known at the end of 2003, with
indications as to where they are found. Most of them were discovered through their
rotational transitions at centimetre and, more generally, at millimetre wavelengths.
Figure 4.6 shows a portion of the submillimetre spectrum of the Orion molecular
cloud. The confusion limit is reached in such spectra!

Contrary to atoms, for which only the energy of the electrons intervene in the
transitions, molecules have three types of transitions: electronic, vibrational and
rotational. We will examine each in turn, with examples of applications to the
interstellar medium. For more details, the interested reader is referred to specialized
treatises, e.g. those of Herzberg ([235], [236], [237]). First we give some general
information.

Some molecules that have two identical nuclei with non-zero spin exhibit two
forms between which radiative and non-reactive, hence non-destructive collisional
transitions are forbidden. In the ortho form, the two nuclear spins are parallel and
in the para form the spins are antiparallel. This is the case for H2, H2O and H2CO.
Once the molecule is formed in one of these forms, it remains practically frozen in
this state and can stay there indefinitely. For example, the probability for the radiative
transition ortho → para of H2 at 84.392 µm is only 7 × 10−21 s−1! The ortho/para
ratio would witness to the conditions of formation of the molecule if it were not
efficiently modified by reactions on the surfaces of grains (Le Bourlot [307]).

The electric dipole moment of symmetric molecules is zero at rest. For such
molecules electronic transitions are permitted, but not rotational nor vibrational
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Table 4.3. List of the interstellar and circumstellar molecules known at the end of 2003. Molecules also seen in comets are in boldface. Those seen
only in comets are between round brackets. Circumstellar-only molecules are in italics. c- designates a cyclic molecule, and l- a linear molecule in
cases of possible ambiguity. This list is regularly updated by Alan Wootten: see http://www.cv.nrao.edu/˜awootten

2 atoms 3 atoms 4 atoms 5 atoms 6 atoms 7 atoms 8 atoms ≥9 atoms

Hydrogen family
H2 H+

3
Carbon family
C2 C3 c-C3H C5 C5H C6H C7H C8H
CH C2H l-C3H C4H l-C4H2 CH3C2H C6H2 CH3C4H
CH+ CH2 C2H2 l-C3H2 C2H4 (C2H6) c-C6H6

CH2D+? c-C3H2

CH4

Oxygen + hydrogen and/or carbon
CO C2O C3O HCOOH CH3OH HCOCH3 HCOOCH3 (CH3)2O
CO+ HCO HOCO+ H2C2O HC2CHO c-C2H4O CH3COOH CH3CH2OH
OH HCO+ H2CO H2COH+ CH2OHCHO (CH3)2CO

HOC+ H3O+ CH2CHOH
H2O
(H2O+)
CO2

Nitrogen + hydrogen and/or carbon
CN HCN C3N HC3N CH3CN HC5N CH3C3N HC7N
NH HNC HCCN CH2CN CH3NC CH2CHCN HC9N

N2H+ HCNH+ HC2NC HC3NH+ NH2CH3 HC11N
NH2 H2CN H2CHN C5N CH3CH2CN

NH3 H2NCN CH3C5N?
HNC3
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Table 4.3. (continued)

2 atoms 3 atoms 4 atoms 5 atoms 6 atoms 7 atoms 8 atoms ≥9 atoms

Nitrogen + oxygen + hydrogen and/or carbon
NO HNO HNCO NH2CHO NH2CH2COOH?

N2O
Molecules with sulphur
CS C2S C3S CH3SH
SO HCS+ HNCS
SO+ H2S H2CS
NS OCS

SO2

Miscellaneous molecules
SiO SiCN SiC3 SiC4

SiS c-SiC2 SiH4

HF MgCN
SiC MgNC
CP NaCN
HCl AlNC
KCl
NaCl
PN
SiN
AlF
AlCl
SH
FeO?
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transitions. Rotational dipole transitions, which correspond classically to the emis-
sion of a rotating electric dipole, are forbidden. They can only be quadrupolar and
hence extremely weak. Symmetrical molecules such as H2, O2, HC≡CH, CH4,
etc., are thus essentially unobservable in rotation (not the case for O2 which has
a magnetic dipole, but this molecule has never been convincingly observed in the
interstellar medium, probably because its abundance is too small). H2 was only
recently observed in the mid-IR through its rotation lines, thanks to its very large
abundance. The vibration lines of symmetric molecules are also weak, but they are
easily observed for H2 and a few other abundant molecules. Due to this difficulty,
the list of interstellar molecules presented in Table 4.3 is certainly incomplete with
regard to symmetric molecules.

4.2.2 Electronic Transitions

The electronic transitions of molecules are the equivalent of the atomic transitions.
Their energy is of the order of several eV and they are generally in the far-UV.
For example, all the electronic transitions of H2, the most abundant interstellar
molecule by far, are at λ < 115 nm. Other molecules detected through their electronic
transitions (almost always in absorption) are CO and OH in the far-UV, CH, CH+
and CN in the near-UV accessible from the ground and C2 and CN in the near-IR.
Very few simple molecules have transitions in the optical range visible from the

Fig. 4.6. A portion of the submillimetre spectrum of the Orion molecular cloud. The strongest
lines are marked, and the atmospheric transmission is plotted above the spectrum. The spec-
trum is extremely complex due to the relatively high temperature of the cloud (about 60 K),
such that highly excited rotation levels, and even vibration levels, are populated for some
molecules. Some 6 per cent of the lines are not identified. Reproduced from Schilke et al.
[457], with the permission of the AAS.
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ground, and this is the reason why the discovery of interstellar molecules has been
relatively late. Nevertheless, the many diffuse interstellar absorption bands seen in
the optical spectra of bright stars are almost certainly electronic transitions of rather
complex molecules, probably carbonaceous, which have not yet been identified (cf.
Sect. 4.2).

When observed at high resolution, each electronic transition of a molecule is
resolved into a series of different lines, each one coming from a transition between
the vibrational levels of the two electronic states. Each one of these lines can itself
be decomposed into several lines corresponding to the rotational sublevels. An
electronic spectrum can thus be very complex. At lower resolution we only observe
each electronic transition as a broad band resulting from the superimposition of all
the ro-vibrational lines.

Figure 4.7 shows a fraction of the electronic spectrum of the H2 and CO
molecules. Figure 4.8 shows the energy of some levels of the H2 molecule given as
a function of the distance between the two H atoms (potential curves).

Fig. 4.7. A portion of simulated electronic absorption spectra of H2 and of the 12CO, 13CO
and C18O molecules. The spectrum of the Lyman lines of atomic hydrogen has been added.
These spectra result from calculations for a cloud of density n = 103 cm−3, temperature
T = 25 K and optical depth AV = 2 mag. in the visible. From Warin et al. [541], with the
permission of ESO.
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Fig. 4.8. Simplified energy level diagram for H2. The energy of a number of different levels
is plotted as a function of distance R between the H atoms, expressed in atomic units a0 =
0.529 Å (radius of the first Bohr orbit for hydrogen). These are the potential curves. The lowest
potential curve corresponds to the fundamental electronic state. The energy at its minimum,
which is taken here as the zero energy, is smaller by 4.7 eV than the sum of the energy of
two isolated H atoms in their fundamental state. The formation of H2 from two H atoms
thus liberates 4.7 eV of energy. The horizontal segments correspond to the vibrational levels
in the fundamental electronic state. Each of these levels is decomposed into tight rotational
levels not represented here. Two potential curves corresponding to excited electronic states
are also shown, with their respective vibrational levels. The upwards arrow corresponds to
absorption of one far-UV photon, and the downwards arrows either to de-excitation on one
of the vibrational levels of the electronic fundamental state followed by a vibrational cascade
(fluorescence), or to de-excitation on a continuum level higher than 4.7 eV which leads to
the dissociation of the molecule. Another potential curve is indicated as a dashed line, it
corresponds to a repulsive state: a molecule formed by two approaching H atoms is in this
state, and because the transition with the lower-energy fundamental state is forbidden the
molecule can only dissociate. It is thus impossible to form directly H2 from two H atoms with
a low energy, although the reaction is highly exothermic.
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Fig. 4.9. Population of the different rotational J levels of H2 determined from observation of
electronic transitions starting from these levels. The observations have been made towards the
stars ζ Ophiuchi, ζ Puppis and ε Persei. For each level we give the logarithm of the column
density N(J) divided by the statistical weight gJ , as a function of the excitation energy EJ

of the level. At LTE the points corresponding to a given temperatures would then align on
a straight line. Towards two of the three stars, there is apparently gas at LTE with two different
temperatures. The colder temperature is probably the kinetic temperature of the medium. The
warmer temperature may be due to a shock, to radiative cascades following a transition to
a high excited level due to absorption of an UV photon, or perhaps to formation of H2 on
dust grains and expulsion from their surface in an excited state. Reproduced from Spitzer &
Cochran [489], with the permission of AAS.
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Fig. 4.10. Fraction f = 2N(H2)/[N(H i) +2N(H2)] of molecular hydrogen as a function
of colour excess. Crosses: data from FUSE; asteriks: data from FUSE with no independent
measurement of N(H i); diamonds: data from COPERNICUS with N(H2) > 1020 cm−2;
squares: data from COPERNICUS with N(H2) < 1020 cm−2. The color excess is proportional
to the total gas column density N(H i+ H2) = N(H i) +2N(H2) with a good accuracy, as shown
by COPERNICUS and FUSE. Reproduced from Rachford et al. [421], with the permission
of the AAS.

The electronic transitions of H2 in the far-UV have been observed by several
rockets and satellites. The abundance of H2 is so large, even in the diffuse interstellar
medium, that its strongest lines are dominated by the damping wings and are thus on
the damping portion of the curve of growth (see Fig. 4.7). It is then possible to obtain
column densities through (4.35). If the observations have a sufficient wavelength
resolution, it is possible to separate the different rotation levels of the fundamental
electronic and vibrational state (the upper states are generally little populated in the
diffuse medium). We can then obtain the populations of the rotational levels, that we
can express in terms of excitation temperatures. An example is presented in Fig. 4.9.
We can also determine the ortho/para abundance ratio.

The COPERNICUS and the FUSE satellites, and also the shuttle-borne tele-
scope ORPHEUS, also allowed us to determine the H2/H abundance ratio through
simultaneous observations of the H2 lines and of the Lyman α line in absorption
towards stars (Savage et al. [449]; Rachford et al. [421]; Dixon et al. [127]). The
result is presented in Fig. 4.10 for many lines of sight. We see that the gas is always
partly molecular as soon as the extinction E(B-V) is larger than about 0.2 magni-
tude, corresponding to a total column density of N(H i +2H2) � 1021 atom cm−2 .
Since the observed stars are at distances from the Sun not very different from each
other, the lines of sight for which N(H i + 2H2) is large probably correspond to the
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crossing of rather high density clouds, which are expected to contain more molecular
hydrogen. The COPERNICUS observations also show that molecular hydrogen is
colder at larger densities. Its temperature is of the order of 80 K in clouds with
1019 < N(H) < 2 × 1021 atom cm−2, similar to the H i temperature.

4.2.3 Vibrational Transitions

The vibrational transitions of molecules occur between energy levels that result from
the quantization of the possible modes of vibration. Most often these are stretch-
ing modes corresponding to variations in interatomic distances, the only possible
vibration for diatomic molecules. More complex molecules also have bending and
deformation modes. Vibrational energies are typically a fraction of an eV, and the
corresponding wavelengths are in the near-infrared. These transitions are seen in
emission, or in absorption if the background is bright enough. Each vibrational
transition can be decomposed into rotational lines, forming a ro-vibrational band.
Figure 4.11 shows an astrophysical example of a vibrational spectrum.

We can rather easily obtain the wavelengths of vibrational transitions for a di-
atomic molecule, such as H2, from the potential curve of the corresponding electronic
state (Fig. 4.8). In the vicinity of the minimum of the potential well V , where the
interatomic distance is close to the equilibrium value Re, this curve is parabolic and
we can write the potential as

V(R) = V(Re) + 1

2
(∂2V/∂R2)R=Re(R − Re)

2. (4.36)

The solution of the vibration hamiltonian in this case is well known: it is the
harmonic oscillator. The vibrational levels are quantized and given by

Ev = hcω

(
v + 1

2

)
, ω = (1/2πc)

√
k/mr, k = (∂2V/∂R2)R=Re , (4.37)

where mr = mAmB/(mA + mB) is the reduced mass of the system of the two atoms
A and B, ω is the circular frequency of the transition and v the vibration quantum
number. This simple formula gives a good approximation to the observed levels
and is useful for predicting the vibrational frequencies of isotopically substituted
molecules. In actual fact, the potential is not harmonic and for better accuracy we
should use the development

Ev = hc
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2
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− ωexe
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2
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]
. (4.38)

For the harmonic oscillator the selection rule for vibrational transitions is ∆v =
±1, transitions with ∆v = ±2 or 3 being much fainter.

These considerations can be extended to polyatomic molecules. These have sev-
eral modes of vibration that can be considered as independent to a first approximation.
Unfortunately we do not have space to discuss them further.
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Fig. 4.11. The ro-vibrational band of the CO molecule at 4.7 µm observed in absorption in
front of three very young stars embedded in a molecular cloud. Many rotation lines are located
symmetrically with respect to the band centre. We also see in this spectrum broad bands of
CO and CO2 solid “ices” deposited on dust grains. We see that in this sequence there is less
gaseous CO and more solid CO in going from the bottom to the top spectra, showing that
gaseous CO was frozen onto the grains. From van Dishoeck et al. [531], with the permission
of the authors.

The vibrational transitions of H2 have been much observed from the ground
and from space (Plate 17), in addition to those of CO and of H2O. In shocks
and photodissociation regions, excited vibrational levels can be populated either by
collisions or by fluorescence (radiative cascades from electronic levels populated
by absorption of ultraviolet photons). The ro-vibrational bands are then seen in
emission. The required temperature for collisional excitation is at least 2 000 K,
because the energy of the first excited vibrational transition of molecular hydrogen
corresponds to ∼ 6 700 K. These bands can also be observed in absorption in front
of an intense infrared continuum source and can be used, as per UV absorption lines,
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to determine the populations of the rotational levels of the electronic and vibrational
ground state.

4.2.4 Rotational Transitions

The rotational transitions correspond to a quantization of the rotation of molecules.
Rotation can be a global rotation around the principal axes of inertia, or some
internal rotation for complex molecules. The energies associated with rotation are of
the order of meV and the wavelengths are in the submillimetre to centimetre range,
except for H2 and HD. Other types of transitions to rotational transitions can occur
at similar energies, for example the ammonia molecule NH3, which is tetrahedral,
can flip inside out like a glove (this is an inversion transition). In this case the
energy is slightly different in the two configurations due to the antisymmetrical
part of the wave function and the rotational levels are split. In the OH molecule,
which possesses a single unpaired electron, and in similar molecules such as CH,
the interaction between the orbital motion of this electron and the rotation of the
molecule produces a splitting of the rotational energy levels called the Λ doubling.
The OH lines, like those of many other molecules such as CN or HCN, are further
split by hyperfine interactions (see Fig. 3.2).

Interstellar molecules can be extensively studied through their rotational transi-
tions. We will first examine the diatomic and the linear molecules, the simplest case,
and then the non-linear polyatomic molecules.

Rotation Spectra of Diatomic or Linear Molecules

For a linear molecule assumed to be rigid for the moment, the rotational energy is

Hrot = 1

2
Iω2 = J2/2I, (4.39)

where I is the moment of inertia and J the angular momentum. For a diatomic
molecule with a distance Re between the two atoms A and B, the moment of inertia
is

I = mr R2
e, (4.40)

where mr = m A m B/(m A+m B) is the reduced mass. The solution of the Schrödinger
equation for this system gives the values of the energy:

Er/h = B0 J(J + 1), (4.41)

with B0 = h/(8π2 I). The quantum number J represents the angular momentum.
This equation is strictly correct only for a rigid molecule. Actually molecules are
deformable and rotation modifies the moment of inertia. The correct expression for
the energy is

Er/h = B0 J(J + 1) − D[J(J + 1)]2, (4.42)
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where the second term is due to centrifugal distorsion. It is 104 to 106 times smaller
than the first term.

The selection rule for radiative dipolar transitions is ∆J = ±1. The Einstein
probability of spontaneous emission is

Aul = 64π4

3hc3
ν3|µul|2, (4.43)

where µul is the element of the dipole moment matrix corresponding to the transition.
For a transition J + 1 → J this element is

|µul|2 = µ2 J + 1

2J + 3
, (4.44)

µ being the permanent electric dipole moment of the molecule. This yields the
expression of AJ+1→J :

AJ+1→J = 1.165 × 10−11µ2ν3 J + 1

2J + 3
, (4.45)

where A is in s−1, ν in GHz and µ in debye, the usual unit of dipole moment equal
to 10−18 c.g.s. electrostatic unit. A most remarkable feature is the rapid increase of
the spontaneous emission probability with the energy level, due to the factor ν3.

From (3.32) we directly obtain the general relation between the column density
of the lower level, the optical depth and the excitation temperature of the transition:

Nl = 93.5
glν

3

gu Aul

1

[1 − exp(−0.0480ν/Tex)]
∫

τ dv mol cm−2, (4.46)

where v is the velocity in km s−1 and ν the frequency in GHz.
In the Rayleigh–Jeans approximation (only valid for centimetre and decimetre

waves) this equation simplifies as

Nl = 1 950
glν

2Tex

gu Aul

∫
τ dv mol cm−2. (4.47)

It is in general rather difficult to obtain the excitation temperature Tex . As a first
approximation when the density is large, thus assuming LTE, we can take Tex = TK .

The CO Molecule

CO is by far the most observed molecule in the interstellar medium (Plates 2, 5, 6, 7
et 8). In the case of CO the rotation lines are almost always optically thick and Tex is
close to the brightness temperature at the centre of the line. If we observe at the centre
of the 2.3 mm (115 GHz) CO(1-0) line a “Rayleigh-Jeans” antenna temperature T ∗

A
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(cf. Sect. 3.1) above the blackbody radiation of the Universe (TBB = 2.73 K), the
brightness temperature is (for an optically thick line)

T ∗
B = T ∗

A/ηmb = hν

k

[
1

exp(hν/kTex) − 1
− 1

exp(hν/kTBB) − 1

]
. (4.48)

A useful expression for Tex can be derived from this equation. For the CO(1-0)
line we have numerically, without the Rayleigh–Jeans approximation:

Tex = 5.53

[
ln

(
1

T ∗
B/5.53 + 0.151

+ 1

)]−1

K. (4.49)

Let us now show how we can obtain the column density, and hence the abundance,
of CO. A simple but disputable way is to assume that the important rotational
energy levels of CO and of all its isotopic varieties, such as 13CO, are in LTE at
the temperature TK = Tex determined for CO. Let us consider 13CO, assuming
further that its lines are optically thin because it is much less abundant than CO.
We can then obtain the column density N(0) of the fundamental level of 13CO from
a measurement of its brightness temperature at the centre of its (1-0) line ((4.46) in
which Tex is replaced by TK ). The total column density Ntot of 13CO can then be
obtained using the partition function Q(TK ) (3.71). For a diatomic molecule at LTE,
and in particular for CO, we have

Q(TK ) = Ntot/N(0) =
∑

n

gn exp

(−En

kTK

)
� 2

kT

hν1−0
� TK

2.8 K
for CO. (4.50)

Since in the interstellar medium near the Sun (Wilson & Rood [551])

N(12CO) � 76 N(13CO), (4.51)

we can estimate Ntot(
12CO). Then, assuming that about 20% of the interstellar carbon

is in CO we can derive the column density of H2, N(H2) � 105 N(CO). If the lines
of 13CO are suspected to be optically thick, it is preferable to use a rarer molecule
like C18O, with N(12CO) = 560 N(C18O).

Although the preceding method is currently used to estimate the column density
of H2 in dense regions, where extinction prevents observation of this molecule in the
UV, it is quite uncertain and can only give order of magnitude estimates of the column
densities of CO and H2. In order to do better, a LVG analysis is recommended. Fig-
ure 4.12 shows two examples of diagrams corresponding to different kinetic temper-
atures, which show how this analysis can be performed in practice. Similar diagrams
for CS can be found in Rohlfs & Wilson [439], p. 406. The difficulty with the LVG
method is that it is necessary to make hypotheses about the density and/or the kinetic
temperature that are not always easy to check. Another method consists of compar-
ing observations with the predictions of a model for photodissociation regions. This
makes sense because such models show that the emission of the 12CO lines is
dominated by the region where CO starts to be photodissociated (see Chap. 10).
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Fig. 4.12. Large velocity gradient (LVG) analysis of the two first rotational transitions of CO.
The ratios of X(CO) = n(CO)/n(H2) to the velocity gradient dV/dR in km s−1pc−1 are given
in the abscissae, and the density of molecular hydrogen in mol. cm−3 as the ordinates. The
kinetic temperature is fixed at 10 K in the left diagram, and at 20 K in the diagram to the right.
The full curves give the brightness temperature T∗

B of the CO(1-0) line and the dashed curves
give the brightness temperatures ratio between the CO(2-1) and the CO(1-0) lines. The line
optical depth increases towards the top and right of the diagrams. From Castets et al. [80],
with the permission of ESO.

Many other diatomic or linear molecules can be treated in the same way as CO.
In order to guess if a given transition of a molecule can be considered in LTE, it
is useful to know the corresponding critical density. Table 4.4 gives this, and other,
parameters for some transitions important in the interstellar medium. As expected,
the critical density increases with increasing dipole moment of the molecule, so that
molecules like CS or HCN with their higher dipole moments allow us to explore
higher density ranges than for CO. The critical density also increases strongly with
J , due to the strong increase in AJ+1→J .

The H2 Molecule

Rotational lines of H2 have been observed with the ISO satellite in relatively warm
regions of the interstellar medium. The wavelengths and spontaneous emission
probabilities for the most important lines are listed in Table 4.5. The levels of para–
H2 have J = 0, 2, 4... and those of ortho–H2 have J = 1, 3, 5.... The S(0) line at
28.2 µm connects levels 0 and 2, the S(2) line at 12.3 µm levels 2 and 4, etc., while
the S(1) line at 17.0 µm connects levels 1 and 3, the S(3) line at 9.6 µm levels 3 and
5, etc. The selection rules are different for these quadrupole transitions with respect
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Table 4.4. Parameters for the rotational lines of diatomic or linear molecules. Only lines
observable from the ground are indicated. µ is the dipole moment of the molecule and
Eu/k the energy of the upper level of the transition, in K. ncrit is the critical density of
hydrogen molecules such that the collisional and radiative de-excitation of the upper level
are comparable, the radiation field in the line being assumed to be small. This critical density
is Aul/〈σulv〉 (cf. (3.44)). ncrit is given for a temperature of 100 K for CO and CS, and of
30 K for HCO+, HCN and HNC. Its value must only be considered as an order of magnitude
estimate.

Molecule µ Transition Frequency Eu/k Aul ncrit

debye GHz K s−1 cm−3

CO 0.112 1-0 115.271 203 5.5 7.4 × 10−8 3 × 103

2-1 230.538 001 16.6 7.1 × 10−7 1 × 104

3-2 345.795 975 33.2 2.6 × 10−6 5 × 104

CS 1.95 1-0 48.990 964 2.4 1.8 × 10−6 1 × 105

2-1 97.980 968 7.1 2.2 × 10−5 7 × 105

3-2 146.969 049 14.1 6.1 × 10−5 2 × 106

5-4 243.935 606 35.2 2.9 × 10−4 8 × 106

HCO+ 4.07 1-0 89.188 518 4.3 3.0 × 10−5 1.5 × 105

3-2 267.557 625 25.7 1.0 × 10−3 3 × 106

HCN 2.98 1-0 F(2-1) 88.631 847 4.3 2.4 × 10−5 4 × 106

3-2 265.886 432 25.5 8.5 × 10−4 1 × 107

HNC 3.05 1-0 F(2-1) 90.663 574 4.3 2.7 × 10−5 4 × 106

3-2 271.981 067 26.1 9.2 × 10−4 1 × 107

to the dipole ones. We can use the ratios between these lines, which are generally
optically thin, to obtain the kinetic temperature and the ortho/para abundance ratio.
LTE can be assumed as a first approximation. This allows us to easily calculate the
line intensities, which are given by

Iul = hν

4π
x(u)N(H2)Aul, (4.52)

where x(u) is the fraction of molecules in the level u. At LTE, this fraction is given
by

x(J) = (2J + 1)gJ exp(−hν/kTK )

Q(TK )
. (4.53)

The statistical weight gJ is 1 for the para species (even J) and 3 for the ortho
species (odd J). Q(TK ) is the partition function

Q(TK ) =
∑

J

(2J + 1)gJ exp(−hνJ/kTK ). (4.54)

This function is 1.00 at TK = 10 K, 1.53 at 20 K, 2.67 at 100 K and 12.51 at
500 K. The three preceding equations allow us to calculate the line intensities, which
are very temperature-dependent. For example, for the 28 µm line we have
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Table 4.5. Vacuum wavelengths and spontaneous emission probabilities of some rotational
transitions of the H2 molecule.

ortho-H2 para-H2

Transition λ Aul Transition λ Aul

µm s−1 µm s−1

v=0-0, S(0) 28.21883 2.95 × 10−11 v=0-0, S(1) 17.03483 4.77 × 10−10

v=0-0, S(2) 12.27861 2.76 × 10−9 v=0-0, S(3) 9.66491 9.86 × 10−9

v=0-0, S(4) 8.02505 2.65 × 10−8 v=0-0, S(5) 6.90952 5.89 × 10−8

v=0-0, S(6) 6.10856 1.14 × 10−7 v=0-0, S(7) 5.51116 2.01 × 10−7

I(28µm) = 6.56×10−4 AV exp(−510/TK )/Q(TK ) erg s−1 cm−2 sterad−1, (4.55)

where AV is the visual extinction related to the column density of H2 by the standard
galactic relation 2N(H2) = 1.59 × 1021 AV cm−2 mag−1 (see later Sect. 7.1). Even
with 30 mag. of extinction, corresponding to a very optically thick molecular cloud,
this line is only detectable in emission if the temperature is larger than 60–80 K.

Rotation Spectra of Polyatomic Molecules

A non-linear molecule can be considered as a first approximation as a rigid rotator
defined by three principal moments of inertia Iαα, with α = x, y, z. The classical
expression for the kinetic energy of rotation is

EK = 1

2

3∑
α=1

Iααω
2
α = 1

2

3∑
α=1

J2
α/Iαα, (4.56)

where ωα is the angular velocity around axis α and Jα is the component of the
angular momentum on this axis. The quantum expression for the hamiltonian is very
similar:

H = 1

2

3∑
α=1

J2
α/Iαα, (4.57)

where the Jα are now the components of the operator for the angular momentum -ih∇
in the rotating reference frame of the molecule. These components obey commutation
rules inverse to the classical ones:

[Jx, Jy] = −ih Jz. (4.58)

On the other hand they commute with the components of the angular momentum
JX , JY et JZ in a fixed frame with axes OXYZ. These considerations allow us to
obtain the rotation energy in different cases.
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– Spherical rotator: Ixx = Iyy = Izz = I .

H = J2/(2I). (4.59)

E = hcBe J(J + 1), with (4.60)

Be = h

8π2 I
. (4.61)

Since J2 commutes with Jz and JZ , the degeneracy (statistical weight) of level
J is (2J + 1)2.

– Symmetrical rotator: Ixx = Iyy (examples: NH3, CH3CN).

H = J2
x + J2

y

2Ixx
+ J2

z

2Izz
= J2 − J2

z

2Ixx
+ J2

z

2Izz
. (4.62)

We can then find the eigenvalues of H , J2 et Jz . The rotational state is defined
by two quantum numbers, J and K , the latter being the quantum number of the
projection of the angular momentum on the rotating axis Oz. We then obtain the
proper values of the energy

F(J, K) = Bxx
[
J(J + 1) − K 2] + Bzz K 2. (4.63)

The corresponding degeneracy is (2 − δ0,K )(2J + 1).
– Linear rotator.

This case has been studied in the previous section. It can be derived from the
case of the spherical rotator by setting K = 0.

– Asymmetrical rotator. This is the general case (example: H2O).
The three moments of inertia are different and the hamiltonian commutes neither
with J2 nor with Jz . The expressions for the rotation terms are complex and
there are three rotational quantum numbers.

If we want more precision in the energies, we must develop the terms in series
as follows (Dunham development):

Tv j =
∑
l,m

Ylm

(
v + 1

2

)l

Jm(J + 1)m, (4.64)

where the Ylm are correcting factors which depend on the vibrational quantum number
v and on the rotational constants.

Let us now examine a few examples of non-linear molecules and their applica-
tions to the interstellar medium.

The NH3 Molecule

Radio observations of several molecules with favorable energy levels can be used in
order to determine the density and the temperature. Examples are CH3CN, HC3N,



80 4 The Neutral Interstellar Gas

Fig. 4.13. Rotational energy level diagram for ammonia NH3 in the ground electronic and
vibrational states. The quantum number K is the abscissa and the energy expressed in units
of degrees K is the ordinate. The levels are labelled by the values of the quantum numbers J
and K . Each level is split by the inversion transition between the two configurations of the
molecule represented at the top right. Moreover, each transition has a hyperfine structure due
to the interaction between the spin of the nitrogen nucleus and the electrons. This structure
is shown schematically at the bottom of the figure. The separation between the hyperfine
components is of the order of 1 MHz. The ortho–NH3 has K = 0, 3, 6... (figures in italics)
and K takes the other values for the para–NH3. From Rohlfs & Wilson [439].
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CH3OH, and NH3. We will only discuss the last molecule. NH3 is a symmetrical
rotator for which the rotation energy is thus determined by two quantum numbers J
and K . Figure 4.13 illustrates the structure of the energy levels. The selection rules
for electric dipole transitions are ∆K = 0, and ∆J = 0,±1. As a consequence,
transitions between the different K scales are forbidden, except for weak transitions
with ∆K = 3. The lowest levels of each scale (those with J = K ) are thus
metastable, while the upper levels (J > K ) are not metastable and de-excite rapidly
to levels with lower values of J . The corresponding lines are in the far infrared.
Given the two possible orientations of the spins of the H atoms there are two
different species of NH3: ortho–NH3 for which K = 3n, n being an integral number,
with all H spins parallel, and para–NH3 with K = 3n ± 1, the H spins being
not all parallel. As always, the ortho–para transitions are highly forbidden, even
collisionally. Collisional transitions are possible between any other values of J and
K , transitions with ∆K = 3 being favored.

All rotational levels except those with K = 0 are split by the inversion. All the
(allowed) transitions between inversion sub-levels of the same rotational state lie
in the frequency range 21-25 GHz. The dipole moment of an inversion transition
defined by the values of J and K is given by

|µJK |2 = µ2 K 2

J(J + 1)
, (4.65)

with µ = 1.476 debye. The spontaneous emission probability can be derived from
this dipole moment using (4.43).

Observations of these inversion transitions, provided that they are in LTE (a fre-
quent case) or at least that the density is known, allow us to obtain the population
of the corresponding J, K level. Their optical thickness can be checked through
observation of the hyperfine structure which is easily resolved. These very favorable
circumstances permit an accurate determination of the populations of the different J
and K levels, from which the temperature and the density can be derived as follows.

Since the population of the metastable levels is entirely defined by collisions,
the ratios between their populations is almost only a function of temperature. On
the other hand, the population of the levels J of a given K scale is a function of
density, their critical densities being of the order of 107 H2 molecules cm−3. The
critical densities for the inversion transitions are 103 - 104 cm−3, so that with NH3

it is possible to explore this range of densities. The problem is that calculations of
the collisional cross-sections between NH3 and H2 are difficult and that the cross-
sections are different for ortho– and para–H2, the ratio of which must be known (or
rather guessed in practice).

The H2CO Molecule

Formaldehyde H2CO is an asymmetric rotator, but its asymmetry is small so that its
energy diagram is not very different from that of a symmetric rotator (Fig. 4.14).
It is defined by three quantum numbers: J, Ka (principal) and Kc (secondary); the
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Fig. 4.14. Rotational energy level diagram for formaldehyde H2CO in the ground electronic
and vibrational state. The quantum number Ka is the abscissa and the energy expressed in
units of degrees K is the ordinate. The levels are labelled by the values of the quantum numbers
J , Ka and Kc. The configuration of the molecule is drawn on the right, with the axes a and c
on which Ka and Kc are projected. From Rohlfs & Wilson [439].

direction a is along the axis C=O on which the dipole moment of the molecule
is aligned, and c is perpendicular to the plane of the molecule. With its two H
atoms, H2CO has ortho and para forms that correspond respectively to odd and
even values of Ka. The first transition observed historically is the 312 - 313 line of
ortho-formaldehyde at 6 cm. Its physics is complex as it can be guessed by looking
at Fig. 4.14. This line is often an anti-maser pumped by collisions. Its lower level is
then overpopulated and leads to an anormalously enhanced absorption. We can also
observe transitions of the Ka = 0 scale (para–H2CO). They are easier to interpret but
their critical density is much higher than that of the 6-cm line.

The H2O Molecule

In spite of its apparent simplicity, the water molecule has an extremely complex
rotation spectrum. This is due to the fact that it is a true asymmetrical rotator, the
three quantum numbers J, Ka and Kc being of comparable importance. Moreover
its dipole moment is along axis b (Fig. 4.15) implying that both Ka et Kc must
change in a permitted transition. Like the previous molecules, H2O exists in ortho
and para forms. Observationally H2O is a very difficult molecule because the Earth’s
atmosphere contains abundant water vapor and is totally opaque except for the 616 -
523 transition at 22 GHz and to a lesser extent the 313 - 220 transition at 180 GHz,
which is more difficult to observe. Both transitions are maser, so that it is hopeless
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Fig. 4.15. Rotational energy level diagram for water H2O in the ground electronic and
vibrational state. The quantum number Kc is the abscissa and the energy expressed in units
of degrees K is the ordinate. The levels are labelled by the values of the quantum numbers J ,
Ka and Kc. The configuration of the molecule is drawn above, with the axes a and c on which
Ka and Kc are projected. Due to the two identical H nuclei, the diagram is split into two
parts, ortho and para, between which there are no allowed radiative and collisional transitions
under interstellar conditions. The frequencies of the most interesting transitions are indicated
in GHz. All lower transitions are in the submillimetre range. The transitions with bold arrows
are maser.

to attempt to obtain accurate column densities from them. The most interesting
observations of H2O are from satellites. ISO has observed a number of transitions,
but did not cover wavelengths longer than 200 µm. The fundamental transition
111 − 000 of para–H2O at 269.5 µm (1 113 GHz) has not yet been observed. The
fundamental transition 110 −101 of ortho–H2O at 538.6 µm (557 GHz) was observed
recently with the SWAS and ODIN satellites. These observations show that H2O is
not very abundant in molecular clouds, probably because it condenses easily as ice
on the dust grains.

4.2.5 The Diffuse Interstellar Bands

Aside from the absorption lines discussed in Sect. 4.1, which are always very narrow
except the highly saturated H and H2, lines, we observe in the spectra of stars about
200 absorption bands, generally weak, with widths between 0.1 and a few Å. They
are called the Diffuse Interstellar Bands (DIBs). They are found essentially in the
visible, with a few in the near-IR: see Herbig [232] for a general review of the
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diffuse bands. Though the diffuse interstellar bands were discovered as early as
1934, their origin is still a mystery. It has been long considered that they come from
absorption by impurities in dust grains or ice mantles on these grains, but the present
opinion is that they are rather molecular absorption bands because we observe, in
some bands, a characteristic rotation–vibration molecular structure (Fig. 4.16). The
relative intensities of many diffuse bands vary from line of sight to line of sight.
This has allowed to class them in families, the members of a given family varying
together in the different directions.

There is a clear correlation between band intensity and extinction AV (see
Sect. 7.1 for a discussion of extinction). This correlation is not surprising because
it is solely the effect of the amount of intervening interstellar matter in front of the
different observed stars. In order to constrain the nature of the absorbers, observers
have searched for correlations between DIBs and the parameters that define the shape
of the extinction curve in the ultraviolet (see Sect. 7.1), unfortunately with rather dis-
appointing results. There is however a loose correlation between the absorption band
at 2 175 Å and the extinction excess in the far-UV, which suggests that the absorbers
might be carbonaceous molecules, for example polycyclic aromatic hydrocarbons or
PAHs (Sect. 7.2; Désert et al. [121]), particularly ionized species. However, the lack
of laboratory data on isolated gas–phase PAH+ prevents firm identifications. Other
identifications have been proposed, for example fullerenes3. None of these identifi-

Fig. 4.16. Profiles of diffuse interstellar bands near 5780 Å. This spectrum is the average of
the spectra towards five different stars observed with a high signal to noise ratio. The arrows
point to absorption structures that may be ro-vibrational bands of molecules. The structures
indicated by a star symbol are produced in the terrestrial atmosphere. From Jenniskens et al.
[264], with the permission of ESO.

3 Fullerenes are spherical or ellipsoidal shells formed with hexagonal and pentagonal aro-
matic cycles, the simplest of which is C60 with the structure of a soccer ball.
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cations is fully convincing. Still, the absorbing molecules should be rather abundant,
as we will now show. The strongest band at 4 430 Å has an equivalent width W4430

related to visual absorption AV by the relation W4430/AV � 0.8 Å mag−1. Since the
absorber cannot have an oscillator strength f much larger than 1 we see from (4.28)
that its column density must be such that Nmol ≥ 4.6 × 1012 cm−2 mag−1 . Using
(7.5), which relates the total column density of hydrogen NH to E(B−V) and taking
AV /E(B − V) = 3.1, we obtain

Nmol/NH > 2.5 × 10−9, (4.66)

a relation that is true whatever the band carrier. If we assume as an example that there
are 20 atoms other than H per molecule, the total number of absorbing atoms is larger
than 5×10−8 times the number of interstellar H atoms. The same reasoning, applied
to all the diffuse bands that have a combined equivalent width of about 5.2 Å per
magnitude, leads to a total abundance of absorbing atoms larger than about 3×10−7

that of H. This is more than the atoms contained in most interstellar molecules,
except the abundant species such as CO or OH, but if the atoms are carbon atoms
the DIBs require only a few 10−3 of the total abundance of carbon. This does not
provide a strong constraint for models that attempt to precise the origin of the diffuse
interstellar bands.



5 The Ionized Interstellar Gas

The interstellar gas can be ionized by the far-UV radiation of hot stars or by other
mechanisms such as collisional ionization in shocks, X-ray ionization or ionization
by high-energy charged particles. In general we define three kinds of ionized inter-
stellar medium, between which the distinction is not always completely clear: HII
regions or gaseous nebulae (Plates 1, 9, 10, 14, 16, 17, 18, 30 and 31) which are in
principle well-defined entities surrounding one or several hot stars; the diffuse ionized
medium; and the hot interstellar medium which originates mainly from supernova
remnants and bubbles that permeate the general medium. We will discuss these three
components in turn. As far as H ii regions are concerned, we do not intend to reach
the same degree of detail as the specialized book of Osterbrock [389]. Planetary
nebulae are formed from material ejected by intermediate-mass stars (about 1.5 to
8 M�) at the end of their lifes. This material is ionized by the very hot remnant
of the star. These nebulae are often considered as part of the interstellar medium.
We will not discuss them here. Their physics is rather similar to that of H ii regions
and is treated by Osterbrock. We will examine supernova remnants and bubbles in
Chap. 12, as well as the dynamics of H ii regions.

5.1 H ii Regions

Ideally, an H ii region is an ionized sphere surrounding a hot star or a cluster of
hot stars. This sphere will be considered in stationary state in the present chapter.
Its dynamics will be examined in Sect. 12.3. Although this simple case is rarely
encountered in nature it is interesting to discuss it because it is the only one that can
be easily modelled. We will first study the photoionization of hydrogen and helium,
then the different kinds of emission from H ii regions: continuum, optical and radio
recombination lines, and fine-structure forbidden lines.

5.1.1 Theory of Photoionization: the Strömgren Sphere

Considering atoms of a given species we designate their discrete energy levels by
index j, and the ensemble of continuous levels resulting from the ionisation by index
k (obviously levels of higher energy than the j levels). In the presence of ionizing
radiation, let us call Pjk the probability of photoionization per second from level j,
and n j the population of level j. nk is the population of level k and Pk j the probability



88 5 The Ionized Interstellar Gas

of recombination with a free electron to level j. Assuming ionization equilibrium,
we can write

nk

∑
j

Pk j =
∑

j

n j Pjk. (5.1)

Letting σ j be the cross-section for capture of an electron to level j, we have

Pk j = ne〈vσ j〉 = nea j , (5.2)

where ne is the density of free electrons and v their mean velocity. We assume
a maxwellian distribution of electron velocities with a temperature Te.

Similarly, if s j(ν) is the photoionization cross-section from level j by photons
with frequency ν, n phot(ν) = uν/hν being the density of these photons (uν is the
radiation energy density), then

Pjk =
∫

ν

cn phot(ν)s j(ν) dν = b j . (5.3)

We can now write the ionization equilibrium equation for the two consecutive
ionic states of the considered element, with ionizations r and r + 1:

nr+1ne

∑
j

a j =
∑

j

nr, jb j . (5.4)

Radiative cascades from levels j to the fundamental level of the atom or ion being
generally very fast, of the order of a few 10−9 second, and collisional excitations
from the fundamental to excited j levels being generally negligible, we can consider
that ionizations are only from the fundamental level, so that

nr+1ne

∑
j

a j � nrb1. (5.5)

In the case of hydrogen there is a further simplification: because hydrogen
supplies most of free electrons, ne � ni , ni being the density of the hydrogen ions.
If n0 is the density of hydrogen atoms and x its degree of ionization,

nH = n0 + ni, (5.6)

x = ni/nH = ne/nH, (5.7)

a =
∑

j

a j , (5.8)

the equation of ionization equilibrium is then

x2n2
Ha = (1 − x)nHb1, (5.9)

hence
1 − x

x2
= nHa

b1
. (5.10)
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Let us now consider a hydrogen cloud with uniform density nH surrounding an
ionizing star at the centre. The absorption coefficient of hydrogen in the Lyman
continuum is

κν = s(ν)n0 = 6.6 × 10−18(ν1/ν)
3n0, (5.11)

ν1 being the frequency of the Lyman discontinuity:

ν1 = 3.288 051 × 1015 Hz, λ1 = 911.763 Å, hν1 = 13.605 7 eV. (5.12)

At a distance r from the star, the optical depth in the Lyman continuum is,
neglecting absorption by dust

τν =
∫

κν dν = 6.6 × 10−18(ν1/ν)
3
∫ r

0
n0 dr. (5.13)

If n0 = 1cm−3, τν(ν1) = 1 at only 0.05 pc from the star. The absorption is
thus very abrupt if the hydrogen is not totally ionized, except where the density is
extremely small. We can see that the ionization is almost complete out to a radius rS,
beyond which there are no ionizing photons, those inside this radius being absorbed
by the few neutral atoms resulting from recombinations. The gas is neutral outside
this radius rS and ionized inside, forming the Strömgren sphere. Let us now calculate
the radius rS for the total density nH and the ionizing flux S(0) emitted by the star over
4π steradians. The ionizing flux S(rS) drops to zero at the surface of the Strömgren
sphere. The number of ionizations per second and per cm3 is from (5.9)

(1 − x)nHb1 = x2n2
Ha � n2

Ha, (5.14)

since hydrogen is almost totally ionized in the H ii region (x � 1).
We have to take into account the fact that any recombination to the fundamental

level yields a photon which will ionize the next neutral atom. Such recombinations
must not be accounted for. Only recombinations to higher levels ( j ≥ 2) need be
considered, and the recombination coefficient a must then be replaced by (Hummer
& Seaton [251])

a(2) =
∑
j>1

ak j = 1.627 × 10−13 T−1/2
4

(
1 − 1.657 log T4 + 0.584 T 1/3

4

)
cm3 s−1,

(5.15)
with T4 = T/104K.

The radius rS is such that the number of recombinations inside the volume is
equal to the number of ionizations, so that

rS =
[

3S(0)

4πn2
Ha(2)

]1/3

. (5.16)

The quantity

U = rSn2/3
H =

[
3S(0)

4πa(2)

]1/3

, (5.17)

expressed in pc cm−2/3, is called the ionizing power of the star and is often tabulated.
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Table 5.1 gives the number S(0) of photons in the Lyman continuum of hydrogen
and S(1) in the Lyman continuum of helium (see later) emitted by different types of
hot stars, calculated from stellar atmosphere models by Schaerer & de Koter [456].
We can readily derive U from this table. For hydrogen, the results of these models
are not much different from those of Panagia [395] which are widely used, but they
are very different for helium.

Table 5.1. Fluxes of ionizing photons S0 = NL yC(H i) and S1 = NL yC(He i) in the hydrogen
and helium Lyman continua for various types of hot stars with solar abundances, from Schaerer
& de Koter [456].

Sp. type V(dwarf) III(giant) I(supergiant)
log Te f f log S0 log S1 log Te f f log S0 log S1 log Te f f log S0 log S1

K s−1 s−1 K s−1 s−1 K s−1 s−1

O3 4.710 49.85 49.42 4.707 49.97 49.52 4.705 50.09 49.63
O4 4.687 49.68 49.23 4.683 49.84 49.38 4.678 50.02 49.56
O4.5 4.676 49.58 49.12 4.670 49.78 49.32 4.665 49.98 49.53
O5 4.664 49.48 49.01 4.657 49.71 49.25 4.650 49.94 49.47
O5.5 4.652 49.38 48.86 4.644 49.64 49.16 4.636 49.88 49.35
O6 4.639 49.28 48.75 4.630 49.56 49.05 4.620 49.81 49.24
O6.5 4.626 49.17 48.62 4.615 49.47 48.91 4.604 49.73 49.12
O7 4.613 49.05 48.44 4.601 49.36 48.75 4.588 49.64 48.91
O7.5 4.599 48.93 48.25 4.585 49.24 48.53 4.571 49.53 48.65
O8 4.585 48.80 48.05 4.569 40.09 48.14 4.553 49.42 48.37
O8.5 4.570 48.64 47.74 4.553 48.94 47.80 4.534 49.29 48.05
O9 4.555 48.46 47.37 4.536 48.76 47.40 4.515 49.12 47.67
O9.5 4.539 48.25 46.92 4.518 48.56 46.95 4.495 48.90 47.21
B0 4.523 48.02 46.41 4.499 48.33 46.47 – – –
B0.5 4.506 47.77 45.86 4.479 48.11 46.03 – – –

Photons with energy only slightly higher than 13.6 eV are mostly absorbed by
hydrogen. Those with higher energies can be absorbed by helium, nitrogen, etc. In
practice, the most efficient element at a given photon energy is the one which has an
ionization threshold immediately smaller than this energy. This results from the fast
variation in ν−3 of the photoionization cross-sections. A consequence of this is the
formation of an ionization structure in relatively uniform gaseous nebulae.

Photons with an energy larger than 24.6 eV, the ionization potential of helium,
produce a region of ionized helium in the inner zone of the H ii region. Table 5.1
gives the number of helium-ionizing photons as a function of the spectral type of the
central star. If this star is hot enough, the He ii zone is co-extensive with the H ii one.
This occurs when S1/S0 > 0.1, i.e. for stars hotter than O8. He iii (54.4 eV) is only
visible around the very hottest stars (some Wolf–Rayet stars). Oxygen having an
ionization potential very close to that of hydrogen, the O ii zone is co-extensive with
the H ii zone. O iii (35.1 eV) is only found in the central regions if the star is very hot.



5.1 H ii Regions 91

The preceding description is very idealistic. It is rare to find an isolated, spherical
H ii region with a true ionization structure. In fact the ionized medium has generally
an heterogeneous structure. Moreover, massive stars tend to form near the surface
of molecular clouds, so that the H ii region tends rapidly to pierce the cloud and to
expand outside it due to its high pressure. P = nkT is about 1 000 times larger in
the H ii region, because of the large temperature difference (20 K in the placental
cloud compared to about 10 000 K in the H ii region), while n is a factor of 2
higher due to ionization. This is the champagne effect (Yorke et al. [565], see
Sect. 12.3). The ionization structure of such a nebula is difficult to model. Recent
models of H ii regions are those of Stasinska & Schaerer [494] and the CLOUDY
model of Gary Ferland et al. [176] (http://www.nublado.org). These models assume
a uniform density, or a uniform filling factor for the ionized gas, or a density varying
in a regular way. They are thus quite idealistic and must be used with caution when
comparing the results with observations. Moreover, a part of the ionizing photons
may escape from the H ii region into the surrounding, lower density medium. We then
say that the H ii region is density-bounded, while an ideal H ii region in a uniform
medium, where all Lyman photons are used to ionize the medium, is ionization-
bounded.

We now examine the various types of emission that characterize H ii regions.

5.1.2 Continuous Emission

Gaseous nebulae as well as planetary nebulae emit a continuum at all wavelengths
from the ultraviolet to radio. This continuum is produced by a variety of mechanisms
that we will now describe.

Free–Free Emission (Thermal Bremsstrahlung)

The free–free continuum is produced by the braking of free electrons in the electric
field of an ion, but without capture. It is also called Bremsstrahlung from the german
words for brake (Brems) and radiation (Strahlung). When the velocity distribution of
the electrons is maxwellian, as it is the case here, the emission is said to be thermal.
At any wavelength the free–free emissivity (the energy emitted by unit volume and
unit frequency) of a plasma, where the electrons have a maxwellian distribution of
velocities corresponding to a temperature Te, is given by Lang [299] (see e.g. for
a demonstration Rohlfs & Wilson [439] Sect. 9.4):

εν = 8

3

(
2π

3

)1/2 nν Z2e6

m2
ec3

(
me

kTe

)1/2

nineg f f (ν, Te) exp(−hν/kTe), (5.18)

where nν is the refraction index of the plasma (very close to unity in H ii regions), Z
the charge of the ions whose density is ni (in practice Z � 1 and ni � ne). g f f (ν, Te)

is the Gaunt factor which corresponds to the finite integration limits on the impact
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parameter of the electron approaching the ion. Following appropriate substitution,
(5.18) can be written as

εν = 5.4 × 10−39nν Z2 nine

T 1/2
e

g f f (ν, Te) exp(−hν/kTe) erg s−1 cm−3 Hz−1 ster−1.

(5.19)

The Gaunt factor is given by

g f f (ν, Te) =
√

3

π
ln Λ = 0.55 ln Λ, (5.20)

with

Λ � 5.0 × 107 T 3/2
e

Zν
, (5.21)

for typical conditions in H ii regions. For the general case, the Gaunt factor multiplied
by exp(−hν/kTe) is shown (Fig. 5.1) as a function of frequency.

The absorption coefficient is

κν = ε(ν)

n2
ν Bν(Te)

, (5.22)

Fig. 5.1. Frequency- and temperature-dependence of the free–free Gaunt factor g f f multiplied
by exp(−hν/kTe); this product is proportional to the emissivity εν (cf. (5.19)). The different
curves correspond to the temperatures 500, 103, 2 × 103, 4 × 103, 6 × 103, 8 × 103, 104,
2 × 104, 5 × 104 and 105 K. From Beckert et al. [26], with the permission of ESO.
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where Bν(Te) is the Planck function and nν ≈ 1 is the refraction index of the medium
at frequency ν.

In the radio wavelength case (Rayleigh–Jeans approximation), taking ni =
ne, Z = 1, nν = 1, the optical thickness is

τν = 3.014 × 10−2
(

Te

K

)−3/2 ( ν

GHz

)−2
(

EM

pc cm−6

)
g f f , (5.23)

where EM is the emission measure

EM =
∫ s

0
n2

e ds. (5.24)

The expression for the Gaunt factor g f f at radio wavelengths is

g f f = ln

[
4.955 × 10−2

( ν

GHz

)−1
]

+ 1.5 ln

(
Te

K

)
, (5.25)

and g f f � 1 if ν(MHz)� (Te/K)3/2.
Using this expression we obtain the simple formula

Fig. 5.2. Thermal radiation from an H ii region at radio wavelengths. (a) Spectral energy
distribution of the intensity as a function of frequency. (b) Brightness temperature as a function
of frequency. The optical thickness τ is plotted as abscissae at the top of the figure. The
frequency ν0 is that for which τ = 1 . From Rohlfs & Wilson [439].
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τν = 8.235 × 10−2
(

Te

K

)−1.35 ( ν

GHz

)−2,1
(

EM

pc cm−6

)
a(ν, Te). (5.26)

a(ν, Te) is a correction factor very close to 1, tabulated by Mezger & Henderson
[369].

At high frequencies where the medium is optically thin, the intensity Iν emitted
per unit frequency by a H ii region changes with frequency as ν−0.1, and is thus
almost independent of frequency. The brightness temperature TB ∝ Iνν−2 varies
as ν−2.1. At low frequencies, where the medium is optically thick, it behaves like
a blackbody at temperature Te (Fig. 5.2).

Free–Bound Radiation

The recombination of free electrons with ions produces continuum radiation. The
recombination to the different energy levels of hydrogen gives rise to discontinuities

Fig. 5.3. Variation with frequency of the continuous emission coefficients of H i, He i and
He ii at a temperature of 104 K. The 2-photon continuous emission coefficient for hydrogen
γ0(2q) is also given. Reproduced from Brown & Mathews [71], with the permission of the
AAS.
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Fig. 5.4. The total continuous spectrum (free–free + free–bound) for a hydrogen plasma at
7×103 K, normalized at 5 GHz. The dashed line is the free–free contribution. The contribution
of the 2-photon radiation, which is only important in the UV, is neglected here. From Beckert
et al. [26], with the permission of ESO.

in the spectrum. The Balmer discontinuity corresponds to recombination to level
n = 2, the Paschen discontinuity to level n = 3, etc. The expressions for the
corresponding emissivities can be found in Lang [299], Sect. 1.31 or in Beckert
et al. [26]. Figure 5.3 gives the coefficients for continuous emission γν = εν/(nine)

free–free + free–bound, as well as for the two-photon radiation of hydrogen (see the
next paragraph) as a function of wavelength in the visible range. Figure 5.4 shows
the free–free + free–bound spectrum at all frequencies for a hydrogen plasma at
Te = 7 × 103 K, which corresponds to a typical H ii region.

Two-Photon Radiation

The emission of radiation by the radiative de-excitation of an atomic level can arise
either directly by a single photon, or through the intermediate of a virtual non-
quantified level. In the latter case, two photons are emitted, the sum of their energies
being equal to the energy of the transition. The probability for this 2-photon emission
is small, but it can become the main channel for the de-excitation of a metastable
level if collisions are negligible. This is the case for neutral helium which possesses
two series of singlet and triplet states between which direct radiative transitions are
forbidden. Recombinations produce comparable amounts of singlet and triplet He i,
and radiative cascades populate the lowest level of each configuration, the 2s 3S
level of the triplet configuration being 19.81 eV above the ground level 1s2 1S of the
singlet configuration. The triplet level can only de-excite radiatively by two-photon
emission, the energy of each photon being between 0 and 9.9 eV. This radiation
is however weak compared to that of other continuous radiations in H ii regions.
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Similarly, hydrogen can recombine to the metastable level 22S1/2 which can only
de-excite radiatively by two-photon emission, producing a continuum which rises
towards the ultraviolet. This continuum is more intense than the free–free and free–
bound continua near 4 000 Å, as shown by Fig. 5.3 for hydrogen.

Scattered Stellar Light and Thermal Emission of Dust

H ii regions contain dust which scatters the light of the exciting stars and causes
some diffuse brightness in the visible and especially in the ultraviolet. Dust grains
also absorb some of the photons emitted by the stars and some of the Lyman α

emission that fills the H ii region. They re-emit the absorbed energy in the mid- and
far-infrared, producing a thermal continuum. This emission are quantitatively very
important and will be discussed in Chap. 7: cf. for example Fig. 7.9.

5.1.3 The Recombination Lines

These are the permitted lines of H, He, O, C, etc., that are emitted by radiative
de-excitation cascades following recombination to the higher levels of these atoms.
Images of H ii regions in the Hα recombination line of hydrogen are shown on
Plates 1, 9, 10, 16, 18 and 29. Plate 17 shows an image in the infrared hydrogen
recombination line Brackett γ . Direct population of the corresponding atomic levels
by collisions from the fundamental level is negligible except for helium (Benjamin
et al. [30]). We will only study the hydrogen recombination lines. For the other lines
see Osterbrock [389].

Figure 5.5 shows the energy level diagram (Grotrian diagram) for hydrogen. It
is interesting to note that, if the nebula is optically thick in the Lyman lines (Case B
of Baker & Menzel), every recombination of hydrogen ultimately yields a Balmer
line or continuum photon, as shown by Fig. 5.6. This is a very interesting property
because it allows us to estimate the number of recombinations, hence the number
of ionizations, from observations of any Balmer line or of the Balmer continuum
(Balmer discontinuity, cf. Fig. 5.3 and 5.4). This is called the Zanstra method.

On the other hand, any Lyman α photon emitted in a nebula optically thick in the
Lyman lines is soon reabsorbed by the first hydrogen atom it encounters. This atom
immediately re-emits another Lyman α photon in an arbitrary direction. The Lyman
α photons thus propagate by a random walk (resonant scattering) until they escape
from the nebula or are absorbed by dust inside the H ii region1. The n = 2 level can
also de-excite by 2-photon emission, or ionization can occur from this level.

Let us now calculate the intensity of the recombination lines. Since these lines
are always optically thin, it is sufficient to calculate the population of the levels.

1 Resonant scattering of Lyman α photons also exists in the neutral medium, where these
photons propagate by a random walk until they are absorbed by dust. For a study of this
scattering see Neufeld [384] and references herein, and for an application to the escape of
Lyman α photons from a galaxy see Lequeux et al. [318].
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Fig. 5.5. Energy diagram for the hydrogen atom, with the different series designated. The
principal quantum number n is indicated to the left of each level. The scale of the ordinate is
in wave numbers, 1/λ, and should be multiplied by hc in order to obtain the energies. From
Lang [299].

Fig. 5.6. Schematic showing that every recombination of hydrogen in an H ii region produces
a Balmer photon in case B.
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The emitted intensity per cm3 is immediately obtained from nu Aulhνul , stimulated
emission being negligible. The line frequencies for a hydrogenoid atom are such that

νul = Z2 RM

(
1

n2
l

− 1

n2
u

)
, (5.27)

where nu and nl are here, respectively, the principal quantum numbers for the upper
and the lower level of the transition. RM = R∞/(1+me/M) is the Rydberg constant
for an atom of mass M and Z is its effective charge (me is the mass of the electron).
Z is very close to unity for large values of n (≥ 100), because then the transitions
concern a single electron very far from the rest of the atom, i.e. the nucleus with the
remaining surrounding electrons. The atom is then hydrogenoid. Table 5.2 gives M
and RM for the most important atoms, as well as the velocity shift for the lines of
high n of these atoms with respect to the corresponding lines of hydrogen.

Table 5.2. Atomic mass, Rydberg constant and velocity shift for high-n (radio) recombination
lines with respect to the hydrogen recombination lines for the most abundant atoms.

Atom Atomic mass RM(1015Hz) ∆v (km s−1)

1H 1.007 825 3.288 051 29(25) –
2He 4.002 603 3.289 391 18 -122.166
12C 12.000 000 3.289 691 63 -149.560
14N 14.003 074 3.289 713 14 -151.521
16O 15.994 915 3.289 729 19 -152.985

∞ 3.289 842 02 -163.272

The oscillator strengths for the lower Balmer lines (l = 2) are fα = 0.641(u =
3), fβ = 0.119(u = 4), fγ = 0.044(u = 5), fδ = 0.021(u = 6) and fε =
0.012(u = 3). We can then calculate Au2 using (4.26). For the general expressions
see Lang [299], Sect. 2.12. For radio recombination lines with high values of n, we
have for all atoms:

An+1,n = 5.36 × 109

n5
s−1. (5.28)

We usually express the level populations through the coefficients of departure
from LTE, bn , which are the ratios of the actual population of level n to the population
it would have at LTE, given by the Saha law, which is demonstrated in many
astrophysics or statistical mechanics textbooks:

nn = bnnine
gn

ge

h3

(2πmekTe)3/2
exp

(
h R

n2kTe

)
, (5.29)

the statistical weights being gn = 2n2 and ge = 2. It is thus necessary to calculate
the bn’s for the levels of interest by solving the equations for statistical equilibrium,
which involve the following quantities:
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– The rates Nlu of radiative transitions, in cm−3 s−1. Collisional transitions can be
neglected and we have, using (3.1), ( 3.3), (3.12), (3.13) and (4.26),

Nlu = Rlunl = Iν Blunl = Iν
e2

hνmec
fnl, (5.30)

f being the oscillator strength of the transition. Iν is often taken as the blackbody
intensity at the effective temperature of the exciting star, diluted by the factor
W = r2∗/r2, r∗ being the radius of the star and r the distance to it. However,
because the far-UV spectral energy distribution of the stellar radiation is very
different from that of a blackbody, it is far better to use stellar spectra given by
models like those of Schaerer & de Koter [456].

– The rate Nul of radiative transitions from u to l. Neglecting stimulated emission,
an approximation not justified in radio as we will see in the next section, we have

Nul = Rulnu � Aulnu = 8πe2ν2

mec3
f

gl

gu
nu . (5.31)

– The ionization rates: for example, from level l

Plknl =
∫

Nlk dν =
∫

4πIν
chν

alnl dν. (5.32)

– The recombination rates: for example, from level l

Pklne =
∫

Nkl dν =
∫

nine
K

T 3/2
e

gl

l3
exp(χl) exp(−hν/kTe)

dν

ν
, (5.33)

where K is a constant and χl is the ionization potential from level l. For the
details of the derivation of this equation, see Lang [299] Sect. 2.10 and 1.31.

Solving this system of equations is a rather complex problem, that can be sim-
plified in two cases:

– Case A of Baker & Menzel: the star does not emit in the Lyman lines (this is
true for “normal” hot stars), and the nebula is optically thin in these lines so that
there are no line absorptions from level 1. The equilibrium equation for level n
is in this case:

∑
n">n

Nn"n +
∫

Nkn dν =
n−1∑
n′=1

Nnn′ +
∫

Nnk dν, (5.34)

in which the successive terms represent, respectively, the cascades from the
higher levels to n, the recombinations to n, the cascades from n to lower levels
and the photoionizations from n.

– Case B of Baker & Menzel: the star does not emit in the Lyman lines and
the nebula is optically thick in the Lyman lines. This is generally the case for
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gaseous nebulae, and corresponds to Fig. 5.6. We now have N1n = Nn1 and the
equilibrium of level n is written:

∑
n">n

Nn"n +
∫

Nkn dν =
n−1∑
n′=2

Nnn′ +
∫

Nnk dν. (5.35)

Photoionizations from levels n ≥ 2 are generally neglected because these levels
are much less populated than level n = 1.

In this way we arrive at an infinite (in principle) system of linear equations in nn

and thus in bn . We find a solution in Hummer & Storey [252], Storey & Hummer
[497] and references cited herein. These articles give the intensities of the Balmer
lines and also the Balmer decrement which is the intensity ratio of the different
Balmer lines to Hβ (the 4-2 line). This ratio is almost the same in cases A and B
and depends very little on the physical conditions (ne and Te). Table 5.3 gives the
wavelength and the intensity relative to Hβ of the first lines of the Balmer (n-2),
Paschen (n-3), Brackett (n-4) and Pfund (n-5) series for ne = 104 cm−3 and Te = 104

K, for case B. See Hummer & Storey [252] and Brocklehurst [69] for higher lines,
for the lines of He ii and for other values of the physical parameters.

Table 5.3. Wavelengths in µm and intensities relative to Hβ for the most important recombi-
nation lines of hydrogen in the visible and in the infrared, for ne = 104 cm−3 and Te = 104 K,
in case B. From Hummer & Storey [252].

Balmer series Brackett series

Hα 0.6563 2.85 Brα 4.05 7.77×10−2

Hβ 0.4861 1.00 Brβ 2.63 4.47×10−2

Hγ 0.4340 0.469 Brγ 2.17 2.75×10−2

Hδ 0.4101 0.260 Brδ 1.94 1.81×10−2

Hε 0.3970 0.159 Brε 1.82 1.26×10−2

Paschen series Pfund series

Pα 1.875 0.332 Pfα 7.46 2.45×10−2

Pβ 1.282 0.162 Pfβ 4.65 1.58×10−2

Pγ 1.094 9.01×10−2 Pfγ 3.74 1.04×10−2

Pδ 1.005 5.53×10−2 Pfδ 3.30 7.25×10−3

Pε 0.9546 3.65×10−2 Pfε 3.04 5.24×10−3

The interest of the intensity ratios between recombination lines, and in partic-
ular the Balmer decrement, is that a comparison between the observed and the
theoretical ratios (Table 5.3) can be used to estimate the reddening and hence
the extinction by dust in the direction of the H ii region (cf. Caplan & Dehar-
veng [76]). In particular, the visual extinction AV is related to the colour excess
Eβ−α = 2.5 log[Itheor(Hβ)/Iobs(Hβ)]/[Itheor(Hα)/Iobs(Hα)] by the relation
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AV = 2.60 Eβ−α. (5.36)

The intensity of recombination lines depends on the temperature and is propor-
tional to neni , i.e., in fact to n2

e . For example, the intensity of the Hβ line in Case
B is I(Hβ) = 15.410−26 n2

e cgs units for Te = 5 × 103 K, 8.3 × 10−26n2
e cgs units

for Te = 104 K and 4.2 × 10−26n2
e cgs units for Te = 2 × 104 K. The ratio between

a recombination line and the free–free radio continuum gives another determination
of the extinction. This determination does not always coincide with that based on
the Balmer decrement. This problem is discussed in detail by Caplan & Deharveng
[76]. A useful relation is:

I(Hβ)

Icont(ν)
= 3.01 × 10−10 N(H+)

N(H+) + N(He+)

(
T

104K

)−0.52 ( ν

109Hz

)0.1
, (5.37)

where I(Hβ) is in erg cm−2 s−1 and Icont(ν) is in erg cm−2 s−1 Hz−1 or in 1023 Jy.
A comparison of the observed ratio with the theoretical one is useful in determining
the extinction. Since there is no extinction at radio wavelengths, we directly obtain the
extinction at Hβ, A(β) = 1.19AV . Observation shows that the extinction determined
in this way is generally larger than that determined from the Balmer decrement. This
is mainly a selection effect due to inhomogeneities in the extinction: the extinction
measured from the Balmer decrement corresponds to relatively transparent regions
where the Hβ and Hα lines are both seen, while at radio wavelengths we see all the
emission from the H ii region.

The ratio of the nebular continuum discontinuity at 3 646 Å (the Balmer jump)
to the intensity of a high Balmer line, chosen as close as possible to the discontinuity
in order to avoid problems with the extinction, can yield a measure of the electron
temperature thanks to the different variation with temperature of the two quantities.
For an example, see Tsamis et al. [519].

Finally, it is worth mentioning that the intensity ratio between the helium and
hydrogen recombination lines allows us to obtain the abundance of helium. This
is probably its best determination, but it does have its own problems which are
discussed in detail in the book by Pagel [394].

5.1.4 The Radio Recombination Lines

These lines correspond to transitions between levels with very high quantum numbers
n (n ≥ 30 roughly). We define α (n + 1 → n) lines, β (n + 2 → n) lines,
γ (n + 3 → n) lines, etc. Many lines of H and He have been observed, as well as
lines of C and S. However the latter originate mainly from photodissociation regions
rather than from H ii regions, because these photodissociation regions contain much
C ii and S ii while the H ii regions contain little of these ions: carbon and nitrogen
are mostly doubly ionized in H ii regions.

For these high energy levels (Rydberg states), atoms behave in a quasi-classical
way: they can be considered as a point charge around which a single electron orbits
at a large distance. Since the oscillator strength of recombination lines decreases as
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1/n2 while the cross-section for collisional transitions with electrons is only weakly
dependent on n, collisional transitions dominate over radiative transitions, contrary
to the situation with optical recombination lines. We can therefore assume LTE as
a first approximation. Then the level population obeys the Saha law (cf. (5.29) with
bn = 1). In the Rayleigh–Jeans approximation the population nn of level n is given
by

nn = 4.2 × 10−6 neni n2

T 3/2
e

. (5.38)

Assuming that the line is only broadened by the Doppler effect, the absorption
coefficient for an α line is then independent of the atom,

κν =
√

πe2

mec

nn

∆ν
fn+1→ne−[(ν−ν0)/∆ν]2 hν

kTe
, (5.39)

where ν0 is the central frequency of the line and ∆ν is the line width at half maximum.
Since f ∝ 1/n2 and nn ∝ n2, κ does not depend much on n. If the line is optically
thin, which is most generally the case, the brightness temperature at the line centre
is

Tline = 1.92 × 103
(

Te

K

)−3/2 (
EM

cm−6 pc

)(
∆ν

kHz

)−1

. (5.40)

Radio recombination lines are always superimposed on the thermal continuum
of the H ii region, which is generally optically thin for ν > 1 GHz. The line to
continuum intensity ratio is obtained by combining (5.40) and (5.26):

Tline

Tcont

(
∆v

km s−1

)
= 6.99 × 103

a(ν, Te)

( ν

GHz

)1,1
(

Te

K

)−1.15 1

1 + n(He+)/n(H+)
.

(5.41)
The last factor comes from the fact that both He ii and H ii contribute to ne.

This relation can be used to determine the electron temperature, as long as LTE is
valid, which is true at high frequencies. For example we have T66α/Tcont = 0.245
at 22.364 GHz for the Orion nebula (Orion A). With n(He ii)/n(H ii) = 0.08 and
∆v1/2 = 25.7 km s−1, we get Te = 8 200 K, a reasonable number at first glance. We
often note as T ∗

e the LTE temperatures determined in this way.
However, we caution the use of the LTE hypothesis. Although the level popu-

lations are almost at LTE, small deviations can have a large effect as we will see.
Introducing the coefficients bn of departure from LTE, we can write the absorption
coefficient as

κn ∝ 1 − bn

bn′

(
1 − hν

kTe

)
= hν

kTe

bn

bn′

[
1 − kTe

hν

(
1 − bn′

bn

)]
. (5.42)

Even when bn and bn′ have close values, the term between the square brackets
can be very different from unity and even negative when kTe/hν >1: in this case
there is a maser effect. It is thus necessary to calculate bn accurately. The dependence
of bn on n is shown in Fig. 5.7 together with the differential variation d ln bn/dn. In
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Fig. 5.7. bn coefficients of departure from LTE for radio recombination lines (top) and their
differential variation d ln bn/dn (bottom), as a function of quantum number n, for a temperature
Te = 104 K and different values of the electron density ne. From Walmsley [540], with the
permission of ESO.



104 5 The Ionized Interstellar Gas

order to correctly calculate the line to continuum ratio, we must solve the transfer
equation for the mixture line + free–free continuum. The transfer equation is2

dI(ν)

dτ(ν)
= j(ν)

κν

− I(ν). (5.43)

The total absorption coefficient is thus

κν = κcont(ν) + κline(ν). (5.44)

Similarly:
j(ν) = jcont(ν) + jline(ν). (5.45)

Since the continuum is at LTE, we have

jcont(ν)

κcont(ν)
= 2kTeν

2

c2
, (5.46)

and for the line

jline(ν)

κline(ν)
= 2kTexν

2

c2
with 1 − hν

kTex
= bn

bn′

(
1 − hν

kTe

)
. (5.47)

Combining these equations, we obtain the source function (cf. (3.7))

S(ν) = j(ν)

κ(ν)
= Bν(Te)

1 + bnκ
0
line(ν)/κcont(ν)

1 + (bn/bn′)[κ0
line(ν)/κcont(ν)]

(
1 − d ln bn

dn

kTe

hν
∆n

)
,

(5.48)
κ0

line(ν) being the absorption coefficient that the line would have if it were emitted
at LTE. This coefficient is given by (5.39). The line/continuum ratio can be easily
obtained by solving the transfer equation. From the preceding equations we obtain the
relation between the true electron temperature Te and the temperature T ∗

e determined
from (5.41) assuming LTE (see Rohlfs & Wilson [439] Sect. 13.5 and 13.6):

Te = T ∗
e

[
bn

(
1 − 1

2
βτcont

)]0.87

, (5.49)

with

β = 1 − 20.836

(
Te

K

)( ν

GHz

)−1 d ln bn

dn
∆n. (5.50)

In H ii regions, this ratio is larger than the LTE ratio because of a maser effect,
but the departure is large only at low frequencies, say for ν < 10 GHz. For example,
in the case of the H 66α line in the Orion nebula, Te = 1.07 T ∗

e . The electron
temperature obtained from the recombination lines is generally in good agreement
with that derived from the forbidden lines in the visible, which will be discussed
in the next section. It is easier to obtain, in particular if there is strong extinction,

2 j(ν) is the emissivity per steradian, that is 1/4π times the emissivity εν in (5.18) and (5.19).
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because radio waves are not absorbed in the interstellar medium. The measurement
of the frequency of a recombination line allows us to obtain the radial velocity
of the H ii region, even if it is invisible optically. This is of great interest for the
determination of the structure of the Galaxy. Figure 1.2 rests heavily on observations
of recombination lines.

Recombination lines of elements other than hydrogen have also been observed.
The lines of helium can be used to obtain the He/H abundance ratio, but the result
is less accurate than when using optical recombination lines. The lines of carbon
and sulphur are mainly emitted in photodissociation regions (Chap. 10). Carbon
recombination lines are also emitted in the diffuse atomic gas : for a discussion
see Payne et al. [400]. We will only mention here that these lines are enhanced
by dielectronic recombination (Goldberg & Dupree [200]): for a singly-ionized,
complex ion, recombination with an electron can produce a doubly excited atom
(i.e. with two electrons in an excited state) that de-excites on a singly excited state
(see Lang [299] Sect. 2.10.g). This phenomenon is important for some elements and
must be accounted for in a complete theory of ionized gases.

5.1.5 The Forbidden Lines

Many very strong lines emitted by H ii regions were identified by Bowen in 1926 as
forbidden transitions of common ions. Some of these transitions have already been
presented Sect. 4.1. Figure 5.8 shows a typical optical spectrum of an H ii region
where the recombination lines and the forbidden lines can both be seen. An infrared
spectrum is presented in Fig. 7.9. Monochromatic images of H ii regions in some
of these lines are presented in Plates 9, 16 and 25. Plate 22 shows an image in
a forbidden line in the mid-infrared.

As an illustration, we present in Fig. 5.9 the energy diagram for the lowest levels
of O iii. The forbidden transitions of this ion, whose characteristics are given in
Table 4.1, are of three types.

1. The far-infrared transitions between the sub-levels of the fine-structure 3P triplet,
3P1 →3P0 at 88.4 µm, and 3P2 →3P1 at 51.8 µm. The 3P2 →3P0 transition
is very strongly forbidden and cannot be observed as explained Sect. 4.1. We
can easily calculate the population ratio of the levels 2 (3P2) and 1 (3P0), by
writing the statistical equilibrium equations. These equations are simple in this
case because both absorption and stimulated emission can be neglected, the lines
being optically thin and their frequencies being high:

ni

∑
j<i

(Cij + Aij) =
∑
j>i

n j(C ji + A ji), (5.51)

with C ji = ne〈σ jiv〉 (cf. (3.42)) and Cij = C ji(g j/gi) exp(−hν ji/kTe) (cf.
(3.38)). For a maxwellian distribution of the velocities of the free electrons, we
have

C ji = 8.63 × 10−6

g j T
1/2
e

neΩ ji . (5.52)
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Fig. 5.8. The optical spectrum of the Orion nebula. The lower figure displays the strong
lines and the upper figure the weak lines on an expanded intensity scale, the strong lines
being cut. The main lines are identified. The N ii lines are not separated from Hα at the
wavelength resolution of the spectrum, as well as the [O iii]λ4 363 line from Hγ . Note the
high-n Paschen lines (n − 3) on the right of the figure. Reproduced from Baldwin et al. [16],
with the permission of the AAS.

Fig. 5.9. Energy diagram for the lowest levels of O iii. The values of the quantum numbers
and the level designations are given to the left. All the transitions, which are indicated with
their wavelengths, are forbidden. Nevertheless, they are very intense in H ii regions.
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If only three levels have to be considered, as in the present case, the solution is

n2

n1
= C12(C31 + A31) + (C12 + C13)(C32 + A32)

C12(C12 + C13) + C13(C21 + A21)
. (5.53)

Furthermore we have A31 � 0. A knowledge of n2/n1 allows to obtain imme-
diately the intensity ratio between the two lines:

I21

I10
= n2 A21hν21

n1 A10hν10
. (5.54)

This ratio increases with density until it reaches the LTE ratio at high densities.
It is almost independent of temperature because the energies of the transitions
are small with respect to kTe. This is illustrated in Fig. 5.10. The intensity ratio
between the 88.4 and 51.8 µm lines is thus an excellent indicator of the electron
density as long as it is not too high, which is generally the case in H ii regions, and
the intensity of one of these lines give a good measure of the abundance of O iii. It
is interesting to note that the determinations of the density, based on these lines,
invariably shows that the H ii regions are not homogeneous but exhibit large
density fluctuations. The forbidden lines, as well as the recombination lines and
the free–free and free–bound continua, preferentially originate in high-density
regions because their emissivity is proportionnal to n2

e .
2. the optical transitions 1D2 →3P2 at 5 007 Å and 1D2 →3P1 at 4 959 Å, are

called the nebular lines. These two lines start from the same upper level and are
always in the same ratio, equal to 2.9. The intensity of any of these lines can be
used to determine the abundance of O iii provided that both the density and the
temperature are known.

Fig. 5.10. Intensity ratio between the two forbidden lines of O iii 3P2→3P1 at 52 µm and
3P1→3P0 at 88 µm, as a function of electron density ne, for three values of the electron
temperature Te. The dotted-dashed curve is for Te = 5 000 K, the full curve is for 8 000 K
and the dotted line, almost superposed on the previous one, is for 10 000 K. We see that
the line ratio is almost independent of temperature. Reproduced from Rubin [440], with the
permission of the AAS.
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3. the optical transition 1S0 →1D2 at 4 363 Å, is called the auroral line. The
intensity ratio between this line and one of the nebular lines (or the ratio RO

with the sum of the two nebular lines) can be calculated from (5.53) and (5.54).
With the numerical values of the C and A, we obtain the relations

RO = I(λ4 959) + I(λ5 007)

I(λ4 363)
= 7.73 exp[3.29 × 104/Te]

1 + 4.5 × 10−4(ne/T 1/2
e )

, (5.55)

and

Te[O iii] = 14 320 K

log RO − 0.890 + log(1 + 4.5 × 10−4ne/T 1/2
e )

. (5.56)

The value obtained for Te is obviously that which corresponds to the region
where oxygen exists as O iii. Unfortunately the auroral line at 4 363 Å can only
be observed when the temperature is sufficiently high. Otherwise, it is difficult
to obtain the electron temperature.
We can obtain similar relations for the optical lines of N ii:

RN = I(λ6 548) + I(λ6 583)

I(λ5 755)
= 6.91 exp[(2.50 × 104)/T ]

1 + 2.5 × 10−3(ne/T 1/2
e )

, (5.57)

and

Te[N ii] = 10 860 K

log RN − 0.841 + log(1 + 2.5 × 10−3(ne/T 1/2
e )

. (5.58)

In this case the temperature corresponds to the region where nitrogen is mostly
in the form of N ii. Te[N ii] is lower than Te[O iii].

5.1.6 Abundance Determinations in H ii Regions

H ii regions are ideal places to determine the abundances of the elements that are
responsible for recombination and fine-structure lines. The list of these elements
is generally limited to He, C, N, O, Ne, S, Cl, Ar and Fe at the present time. The
lines of many more elements are observable in several planetary nebulae, such as
NGC 7027, where the lines are very intense (cf. Baluteau et al. [19]).

However, there are problems in the determination of abundances in H ii regions.
These have been discussed in an abundant literature on this subject and are described
in detail, for example in the book of Pagel [394] and more recently by Tsamis et al.
[518]. Lack of space does not permit an extensive discussion, even a simplified one,
but we do give a short overview of the problems.

– The abundances are given relative to hydrogen, which is observed by its recom-
bination lines. Only a few abundant elements give observable recombination
lines with similar physics: helium, and also carbon, nitrogen and oxygen whose
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lines are very weak. Other, even fainter, recombination lines have been detected
for example by Esteban et al. [168], and can be used to obtain the abundances of
rarer elements. There may be problems with fluorescence excitation effects for
recombination lines (Tsamis et al. [518]).
C and O also have semi-forbidden lines in the far-UV ([C iii λ1 909 Å and
[O iii λ1 666 Å: cf. for example Garnett et al. [192]), but their physics is com-
plicated. In this case (as always) it is necessary to correct the observed line
intensities for interstellar extinction, which fortunately can be derived to some
extent from the Balmer decrement.

– The abundances derived from the fine-structure lines in the visible are sensitive
to both temperature and density, and the interpretation of the line intensities is
a delicate problem. In some cases, like those of O iii and of N ii which were
discussed in the previous paragraph, the temperature of the emitting zone can
be obtained and the abundance determination is safer. However, even in this
case temperature fluctuations, if they exist, can yield systematic errors in the
abundances (Peimbert [401]). However, it seems that these fluctuations are not
very important in general.

– The abundances derived from the mid- and far-infrared fine structure lines are not
sensitive to electron temperature and are little affected by extinction. These are
considerable advantages with respect to the optical lines. There is now a large
set of observations of infrared lines from H ii regions, thanks to observations
with the Kuiper Airborne Observatory and especially with ISO. They involve the
lines of [N ii], [N iii], [O iii], [Ne ii], [Ne iii], [S iii], [S iv], [Ar ii] and [Ar iii]: see
Table 4.1. More observations will come from the Spitzer satellite and the SOFIA
airborne observatory. There are important differences between the abundances
derived from infrared and from optical lines. These differences may originate in
temperature fluctuations or in errors in some atomic parameters, but it should be
remembered that the critical density for infrared lines is generally much smaller
than for visible lines (see Table 4.1), so that the abundances derived from the
infrared lines are underestimated if the density is high. This effect can be very
large for planetary nebulae (Tsamis et al. [519])

– All elements with the obvious exception of hydrogen exist in several ionization
states in H ii regions. However, only the abundances of those ions that emit
observable lines can be determined. If such ions are minor species, they yield no
useful information because the physical parameters of H ii regions are most often
too uncertain to allow an accurate solution of the ionization equilibrium. This is
for example the case for O i, C ii, S ii, or Si ii. If moreover lines from these ions
are emitted strongly by photodissociation regions at the interface of the ionized
gas and the surrounding neutral medium, then there are problems with their
observation in the H ii region itself. If the observed ion is a major species the
situation is more favorable since we can calculate, more or less accurately, the
abundances of the unobserved ions of the same element. However, uncertainties
remain if a high precision is required, as in the case of helium because of its
cosmological importance. Some fraction of helium can exist as He i which is
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essentially unobservable. The most favorable case is that of oxygen whose major
ionization states, O ii and O iii, are observable optically and for which the electron
temperature Te(O iii) can be determined. For this reason, oxygen is, after helium,
the element whose abundance is best determined, at least if the temperature is
large enough for the 4 363 Å line to be measured. If this is not the case, we
may use the empirical relations between the oxygen abundance and the intensity
of the [O ii]λλ3 726,3 729 and [O iii]λλ4 959,5 007 lines relative to Hβ (Pagel
[394]), but this does not give accurate results.

5.2 The Diffuse Ionized Gas

Outside well-defined H ii regions, the interstellar medium contains diffuse ionized
gas which can originate either from leaks of ionized gas out of H ii regions due to the
champagne effect, or from ionization by the UV radiation of isolated hot stars, and
perhaps from other mechanisms. Plates 1 and (more clearly) 10 display the emission
of the Hα line by the diffuse ionized gas in two external galaxies. In our Galaxy, the
diffuse ionized gas contains much more mass than the H ii regions. Its total mass is
of the order of 1/3 of that of H i. This component is observed by several methods.

– The dispersion of the radio radiation of pulsars yields an average electronic
density 〈ne〉 � 0.03 cm−3 in the diffuse interstellar medium. The Faraday rotation
of the linear polarization of synchrotron radiosources gives the product

∫
ne B|| ds

(see Sect. 2.2), but it is rather used to determine the longitudinal component of the
magnetic field. The interstellar scintillation which affects the radio radiation of
pulsars and of small-diameter radiosources is another evidence for the existence
of a diffuse ionized medium, but it cannot give the density because it depends also
on the structure of this medium. Interstellar scintillation will not be discussed in
this book. For a review, see Narayan [382]. Taylor & Cordes [506] have used
most of the available information to build a model of the distribution of free
electrons in the Galaxy.

– Fine-structure lines of N ii at 122 and 205 µm originating from the diffuse ionized
medium have been observed for the first time with the COBE satellite (Wright
et al. [558]). There are also ultraviolet absorption lines coming from the three
corresponding fine-structure levels of this ion (Gry et al. [210]). Since nitrogen
has an ionization potential of 14.534 eV, larger than that of hydrogen (13.598 eV),
the presence of ionized nitrogen implies that hydrogen is also ionized in the same
regions.

– Free–free emission of a radio continuum, and free–free absorption of the syn-
chrotron continuum of the Galaxy and extragalactic radiosources at very low
frequencies (2-10 MHz), are not limited to H ii regions but are more diffuse,
showing the existence of a diffuse ionized gas.

– This property is also true for the emission of the radio recombination lines of
hydrogen at relatively low frequencies, for example the H166α line at 1.44 GHz
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(see e.g. Lockman [333]). Non-LTE effects are such that these lines are relatively
more intense than the high-frequency lines in the diffuse medium compared to
the H ii regions.

– The best method for studying the diffuse ionized gas, which gives insight on its
physics, is the observation of the optical recombination and fine-structure lines.
The existence of a diffuse Hα emission from outside the H ii regions has long
been known (Sivan [475]). Although they are very weak, the Hα, [N ii]λ6 583
and [S ii]λ6 716 lines have been observed at high spectral resolution in large parts
of the sky (Haffner et al. [218]). We will discuss some of the results obtained by
this method.

At high galactic latitudes, the intensity of the Hα lines decreases with increasing
latitude like (Reynolds [429])

〈Iα(b)〉 � 2.9 × 10−7cosec|b| erg cm−2s−1sterad−1. (5.59)

The emission measure EM (cf. (5.24)) of the diffuse ionized gas can be obtained
through the relation

Iα = 8.7 × 10−8(T/104K)−0.92 EM erg cm−2s−1sterad−1, (5.60)

where the emission measure is expressed in cm−6 pc. Equations (5.59) and (5.60)
yield an emission measure perpendicular to the galactic plane of 2.7 cm−6 pc. The
scale height of the medium being probably of the order of 1 kpc, 〈n2

e〉1/2 � 0.05 cm−3.
Since we know independently that 〈ne〉 � 0.03 cm−3 (see above), we see that the
medium is rather uniform.

The temperature of the diffuse ionized gas can be obtained by comparing the
widths of the Hα and [S ii] lines. These lines are broadened by thermal Doppler
broadening which is proportional to A−1/2, A being the atomic mass number (∼ 1
for H and 32 for S), and by turbulent Doppler broadening which does not depend on
A (cf. (4.30) and (4.31)). We find in this way a temperature of the order of 8 000 K.
The non-detection of the [O iii]λ5 007 line and the relatively small abundance of
He+ (He+/He0 = 0.3-0.6) show that excitation (i.e. the fraction of very high-energy
far-UV photons) is relatively weak in this medium. Nitrogen is then expected to
exist mostly as N ii, rather than N iii which would require an energy of 29.6 eV, the
ionization potential of N ii. Haffner et al. [218] show that in these conditions the
intensity of the N iiλ6 583 line is

I6 583(R) = 5.95 × 104
(

H+

Htot

)−1 (
Ntot

Htot

)(
N+

Ntot

)
T−0.474

4 e−2.18/T4 EM, (5.61)

where the intensity I(R) is in rayleigh (1R = 2.4 10−7 erg cm−2 s−1 sterad−1 at
Hα)3. T4 it the temperature in units of 104 K and EM is the emission measure in

3 The rayleigh is either a unit of monochromatic brightness of the sky which is 106/4π

photons cm−2 s−1 sterad−1 Å−1 (cf. Leinert et al. [313]), or a unit of integrated brightness
in a line which is then 106/4π photons cm−2 s−1 sterad−1.
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cm−6 pc. Reynolds et al. [431] deduce from their observations of the [O i]λ6 300
line that hydrogen is almost entirely ionized in the diffuse ionized medium, so that
n(H+)/n(Htot) � 1. The reason is that the charge-exchange reaction H+ + O0 ←→
H0 + O+, which is a fast reaction because the ionization potentials of H and O are
very similar (13.598 et 13.618 eV respectively), produces a substantial quantity of
neutral oxygen from O ii, so that

I6 300

IHα

∝ n(H0)

n(H+)

n(Otot)

n(Htot)
f(Te), (5.62)

f(Te) being a function of temperature given by Reynolds et al. [431]. From a mea-
surement of the I6 300/IHα ratio, O/H and Te being known, we can derive H0/H+
which is small with respect to 1, so that H is almost fully ionized. There is a flaw in
this reasoning, however: if a fraction of the [O i]λ6 300 line is produced in shocks, the
degree of ionization of H is smaller. If we assume however that the medium is fully
ionized, including for the elements with an ionization potential larger than that of
hydrogen, there is no neutral nitrogen and N+/Ntot � 1. We can then simply write,
using the expression giving the intensity of the Hα line [IHα(R) = 0.364 T−0.9

4 EM]:
I6 583

IHα

� 1.63 × 105
(

Ntot

Htot

)
T 0.426

4 e−2.18/T4 . (5.63)

This ratio can be used to obtain the temperature. We verify that it is of the
order of 8 000 K, but we also find that it is larger in regions of small density and
that it increases with increasing distance to the galactic plane. High values of the
temperature have also been derived more directly from the ratio of the auroral
[N ii]λ5 755 line and the nebular [N ii]λ6 854 one (Reynolds et al. [433]). They are
in part responsible for the enhancement in the [N ii]/Hα and [S ii]/Hα line ratios.
They also suggest the presence of another source of heating than stellar radiation,
which is proportional to ne rather than to n2

e . This might be the dissipation of plasma
turbulence (Reynolds et al. [432]).

There are also variations in the intensity ratio of the [S ii]/[N ii] lines with
distance to the galactic plane, that can be attributed to a partial ionization of S ii into
S iii. This ionization is easier than for N ii because the ionization potential of S ii is
only 23.33 eV.

5.3 The Hot Gas

As early as 1956 Spitzer [486] suggested the existence of a hot gas (T > 106 K) in the
Galaxy, whose pressure would maintain in equilibrium the high-velocity H i clouds
in the galactic halo. In 1968 Bowyer et al. [64] discovered a diffuse emission in soft
X-rays (< 1 keV) that they attributed to this gas. In 1974 Jenkins & Meloy [259]
and York [562] observed with the COPERNICUS satellite absorption lines of O vi at
1 032 and 1 038 Å in many lines of sight. These lines cannot be due to circumstellar
envelopes because their radial velocities bear no relation vith the radial velocity of
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the hot stars in front of which they are observed. Interstellar absorption lines of N v
and C iv were also detected. Finally, Inoue et al. [256], Schnopper et al. [459] and
more recently Sanders et al. [448] have observed the emission of interstellar X-ray
lines from O vii, O viii and other ions. All these observations demonstrate as we
will see the existence of a hot diffuse gas at temperatures of a few 105 K to 107 K.
This gas comes from supernova remnants and bubbles (see later Chap. 12): these
objects contain hot gas which eventually fills up a portion of the interstellar medium.
The existence of this component which adds to the components we have described
previously lead McKee & Ostriker [359] to propose their 3-component model of the
interstellar medium, that we will discuss Sect. 15.2.

5.3.1 Collisional Ionization by Electrons at High Temperatures

It would be very difficult to ionize oxygen radiatively to reach O vi, because this
would require photons of 114 eV. On the other hand, collisional ionization of a gas
is possible at high temperatures: a hot gas ionizes spontaneously through atom–
atom collisions. The electrons liberated in this way thermalize very rapidly and are
eventually responsible for most of the ionization, which leads to multi-charged ions
at the temperatures of the interstellar hot gas. The equations that govern ionization
and recombination can easily be derived from the equations we have given for
H ii regions, although ionization was radiative in this case. Collisional ionization
can be represented by a probability per atom and per unit time Pc

nk. This quantity is
given for an hydrogen-like atom by the semi-empirical approximate expression

Pc
nk � 7.8 × 10−11T 1/2

e n3 exp(−χn)ne s−1, (5.64)

where n is the quantum number of the level from which ionization occurs, k is the
continuum level and χn is the ionization potential from level n, in units of kTe.

Inversely, the recombination probability on level n writes

Pc
kn = neh3

(2πmekTe)3/2
n2 exp(χn)Pc

nk, (5.65)

which is obtained by applying the Saha equation (cf. (5.29) with bn = 1).
The calculation and measurement of ionization and recombination cross-sections

of the various important elements and ions are the subjects of considerable activities
due to their importance for plasma physics. For a recent review see Böhringer [50].
Figure 5.11 shows the result of calculations of the ionization structure at equilibrium
for multi-charged oxygen ions. We see that O vi (O5+), which gives interstellar
absorption lines, is abundant at 3×105 K, and that the O vii and O viii ions whose
X-ray lines are observed in emission indicate higher temperatures, of the order of
106 K. Iron is another very important element for the study of hot gas, but the
atomic data for iron have been recently considerably modified and are perhaps still
uncertain. The lines for multi-charged Fe ions have been well observed, in particular
in the hot intergalactic medium of clusters of galaxies. It is certain that the recent
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Fig. 5.11. Ionization structure of oxygen at equilibrium. The abundance of the different oxygen
ions is given as a function of temperature. From Schmutzler & Tscharnuter [458], with the
permission of ESO.

Fig. 5.12. Ionization structure of oxygen outside equilibrium in a cooling plasma. The abun-
dance of the different oxygen ions is given as a function of temperature. Compare to Fig. 5.11.
From Schmutzler & Tscharnuter [458], by permission of ESO.
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X-ray satellites AXAF–CHANDRA and XMM–NEWTON will supply important
data on the galactic hot gas thanks to observation of these lines and also of lines of
Mg, Ne, S, Si, and of course O, for which the previous observations were somewhat
marginal (cf. for exemple Sanders et al. [448]). Plate 11 shows a recent observation
(imaging and spectroscopy) of the hot gas in the Large Magellanic Cloud obtained
with XMM–NEWTON.

A problem in the interpretation of these observations is that it is not certain
that the hot gas is in ionization equilibrium. Recombination is a very slow process
at the very small densities of the medium (ne � 10−2 cm−3). For example, the
characteristic time for recombination of C v into C iv is of the order of 2×106 years
for ne = 10−2 cm−3. It might be necessary to use non-equilibrium models. Such
models have been developed e.g. by Breitschwerdt & Schmutzler [68]. Figure 5.12
shows the model result for oxygen. Comparison to Fig. 5.11 shows very important
differences. A diagnostic based on oxygen lines (or lines of other elements) would
yield in this case temperatures much lower than with an equilibrium model. These
temperatures would also be lower than that given by the observation of the X-ray
continuum from the same gas. It is not yet possible with the existing data to make
a choice between these models.

5.3.2 The Emission of X-Ray Lines

The interpretation of X-ray spectra was made as early as 1917. In an atom the
electrons are arranged in layers designated as K, L, M, etc. starting from the deepest
one that contains 2 electrons. An electron can be ejected from this K layer after
absorption of a photon with sufficient energy, or by collision with a free electron.
Of course the photon or electron energy must be higher than the ionization potential
from level K . When illuminated by X-ray photons, atoms thus produce an X-ray
absorption spectrum with a discontinuity corresponding to this ionization potential.
But they do not produce X-ray absorption lines similar to optical absorption lines.
The hole left in the K layer after an electron has been ejected can be filled by an
electron belonging to an outer layer, with emission of a X-ray photon. Kα, Kβ,

etc. lines correspond to these transitions from layers L, M, etc. respectively. The
frequency of the Kα line produced by an element with nuclear charge Z is given by
the Moseley law

ν = R(Z − as)
2
(

1

12
− 1

22

)
= 3

4
R(Z − as)

2, (5.66)

where R is the Rydberg constant and as , the screening constant, is close to 1. In reality
level K is simple, level L is triple, level M is quintuple, etc. Figure 5.13 shows the
disposition and designation of these levels and of the permitted lines which connect
them. In particular the Kα and Kβ lines are double (and not respectively triple or
quadruple), due to the selection rules.

Multi-charged atoms also emit optical forbidden lines, initially discovered in the
solar corona. Some of these lines have been observed in the hot gas of interstellar
shocks in supernova remnants and in the general medium (cf. Plate 11).
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Fig. 5.13. Energy diagram showing the designation of X-ray lines and the correspondence
of the levels to those of alcaline atoms, from which the selection rules can be derived. From
Born [57].

5.3.3 The Thermal X-Ray Continuum

Hot plasmas emit a free–free emission, or Bremsstrahlung, and a free–bound emis-
sion similar to that of H ii region plasmas at ∼ 104 K.

The corresponding free–free emissivity is given by (5.18) or (5.19). The Gaunt
factor g f f (ν, Te) = (

√
3/π) ln Λ � 0.55 ln Λ (cf. (5.20)) at the energies of interest

here is such that

Λ = 4kT

γhν
� 4.7 × 1010 (T/ν), (5.67)

with γ = 1.781. The optical depth being always small in the interstellar case, the
emissivity varies like T 1/2 exp(−hν/kT). The shape of the observed spectrum allows
to measure temperature.

The free–bound emission is also of importance. Tables giving the total continuum
emission at soft X-ray energies (1 Å to 30 Å, or 12.4 keV to 0.41 keV) for temperatures
between 8×105 K and 108 K are published by Culhane [109].

5.3.4 Results

In spite of an early start, our knowledge of the hot interstellar medium is fragmentary
and uncertain, due to difficulties in observations and in their interpretation. The
hypothesis of a pressure equilibrium between clouds and the hot medium, which
triggered the first researches and is at the basis of models of the interstellar medium
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like that of McKee & Ostriker [359], is controversial. Also as we will see Sect. 15.2,
thermal conduction between the hot gas and the colder clouds, that plays a major
role in this model, is uncertain. As a consequence, the fraction of the volume of the
galactic disk occupied by the hot gas is poorly known. From a numerical simulation
of the evolution of the supernova remnants which are at the origin of the hot gas,
Ferrière [178] estimates this fraction as about 30% in the plane of symmetry of the
disk. It would increase fast with distance to the plane to reach some 80–90% at
2 kpc.

Along a given line of sight, we observe in the X-ray continuum a superimposition
of emission by nearby regions with emission for more distant regions absorbed by
the intervening interstellar clouds. However we can observe in some directions
the emission in front of a cloud which can be considered as opaque to the more
distant X-ray radiation. This is the case for the emission of the Local bubble in
front of a cloud located at 55 pc (de Boer & Kerp [114]). The analysis of the X-ray
continuous spectrum in this direction, after correction for the residual absorption
by the local interstellar medium, allows to obtain with a good degree of certainty
the temperature (Te = 105.9 K), the density (ne = 0.004 cm−3) then the pressure
P (P/k = neTe = 16 500 K cm−3) in the bubble. The X-ray observations of the
galactic halo give results difficult to interpret (Hurwitz & Bowyer [254]).

Much progress is coming from the FUSE satellite with which many observations
of the O vi absorption lines have been made in the direction of extragalactic far-UV
sources. We already know that the mean density of O vi in the galactic plane is about
2×10−8 ion cm−3 (Savage et al. [452]; Zsargó et al. [567]), which would correspond
to a density of hot gas near 3×105 K of the order of 3×10−5 cm−3. But there is also
hot gas at other temperatures, and the actual density in the hot regions is certainly
higher than 3×10−5 cm−3 since they fill only a fraction of the volume of the disk.
The scale height of O vi above the disk is very high, 2.3 to 4 kpc. That of the ions
with a lower ionization potential is still larger: 3.9 kpc for N v, 4.4 kpc for C iv, and
5.1 kpc for Si iv.

On the other hand, O vi associated with the high-velocity H i clouds has been
observed with FUSE (Sembach et al. [465]), that could result from heating of their
surface by conduction from the hot gas within which they are immersed.

5.4 The X-Ray Absorption

The X-ray absorption giving an information on the total column density of interstellar
matter with little dependence on its physical state, we will examine it separately here.

As explained Sect. 5.3, any material not fully ionized in front of a X-ray source
absorbs its radiation, with discontinuities characteristic of the absorbing elements.
The Lyman continuum absorption of atomic hydrogen, with its discontinuity at
911.7 Å, is the absorption with the longest wavelength. Then comes the absorption
by neutral helium with a discontinuity at 504 Å, etc. The free–bound absorption
cross-section writes in a Coulomb electric field
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σa(ν) = 32π2e6 RZ4

33/2h3ν3
g fb(T) = 2.8 × 1029 Z4

ν3
g fb(T) cm2, (5.68)

where g fb is the free–bound Gaunt factor, which is not very different from 1 in
the interstellar conditions (see complete tables in Karzas & Latter [279]). However,
for multi-electron atoms or ions for which the electric field is not coulombian,
we must introduce a screening factor. The absorption cross-section can then differ
considerably from that given by (5.68). Molecular hydrogen has a cross-section per
H atom larger by 40% than that of atomic hydrogen (Yan et al. [561]). These authors
also give values for the X-ray absorption cross-sections of He i and He ii. Of course,
H ii and He iii being completely ionized do not absorb X-rays. If we take into account
the most abundant elements with their usual cosmic abundances, we obtain the total
absorption cross-section per H atom represented in Fig. 2.5. This cross-section is
very large from 912 Å to about 0.1 keV (124 Å), but the radiation of a few nearby
very hot stars could still be observed in this range, in particular with the EUVE
satellite. This satellite has allowed to obtain the degree of ionization of helium in
the very local interstellar medium from the ratio between the He ii discontinuity at
228 Å and the He i one at 504 Å. This degree of ionization is rather variable from
direction to direction, while being generally less than 60% (Bowyer [65]).

At those energies where it has initially been measured (0.5 to 2 keV), the X-ray
absorption is dominated by heavy elements, in particular C, N and above all O. Ryter
et al. [445] have shown that near the Sun the absorption measured in front of X-ray
sources is proportional to the column density N(H i) of atomic hydrogen and also to
the colour excess E(B − V) hence to the visual extinction AV , that are proportional
to the amount of dust (see later Sect. 7.1). They give the relations

NX/N(H i) = 1.2 ± 0.6 equivalent H atom per H atom, (5.69)

NX/E(B − V) = (6.8 ± 1.6) × 1021 equivalent H atom cm−2 mag−1. (5.70)

In these equations NX is an equivalent column density of hydrogen obtained
from the X-ray absorption assuming the solar abundances of Table 1 of Morrison
& McCammon [374], which are very close to the solar abundances that we give
Table 4.2, column 2. The first relation is uncertain because the 21-cm line is some-
what optically thick in several of the studied directions, so that we must assume
a value for the gas temperature to derive N(H i) from the line intensity (here 100
K have been assumed). Moreover molecular hydrogen has been neglected. The sec-
ond relation is safer. It differs little from the relation between colour excess and
total hydrogen column density (including H2), that is derived more directly from
observations with the COPERNICUS satellite (see later (7.5)). This shows that the
actual interstellar abundances of C, N and O are not very different from the solar
abundances.

At large column densities of H i, N(H i) > 6 × 1020 atom cm−2, NX is con-
siderably larger than N(H i), implying large amounts of molecular hydrogen. X-ray
absorption in molecular clouds is discussed further in Sect. 6.3.
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In this chapter, we gather together the various subjects related to high-energy parti-
cles and radiation which are present in the interstellar medium: firstly cosmic rays
(Sect. 6.1), then the gamma-ray continuum and its formation (Sect. 6.2), and finally
the gamma-ray lines (Sect. 6.4). The intermediate Sect. 6.3 shows how observa-
tions of the gamma-ray continuum allows us to measure the mass of the interstellar
medium and compares this with other methods.

6.1 Cosmic Rays

Cosmic rays consist of atomic nuclei, and approximately 1% electrons. They have
relativistic energies that can be as high as 1020 eV. When arriving at the Earth, they
interact with the high atmosphere and produce neutrons. These neutrons have been
studied for a long time using neutron monitors. The cosmic particles with energies
greater than 1012 eV also generate showers of secondary ionizing particles that
spread over several thousands of square metres at ground level. The corresponding
flux of these secondaries is about 1 particle cm−2 s−1. The existence of ionizing
particles able to discharge an electrometre was established by Hess [238] in 1912.
The observation that the flux of the ionizing particles increases with altitude indicates
their celestial origin.

The term “rays” is thus not appropriate to describe these particles, but it is
anchored in history. Since their discovery the problem of the origin of cosmic rays
has been actively debated, because their existence implies that nature is able to
accelerate particles to extremely high energies with unexpected ease.

Those cosmic rays that reach the Earth should have kept some memory of their
origin and of their propagation through the interstellar medium where they could
have spent several millions years. To arrive at the Earth they had to interact with the
solar environment (the solar wind and magnetic field) and finally had to penetrate
the terrestrial magnetic field. An understanding of these various interactions is still
the subject of active research.

We will show that cosmic rays are of galactic origin, and not universal or meta-
galactic except perhaps at very high energies, and we will present the effect of the
solar and terrestrial environments on their propagation until they reach detectors.
Then we will discuss the properties of cosmic rays and the abundances of the nu-
clei. The very-high energy particles will then be briefly discussed as well as the
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cosmic electrons. We will end with their confinement and lifetime in the Galaxy1.
The acceleration of cosmic rays will be dealt with in Chap. 12.

6.1.1 The Origin of Cosmic Rays

The question of the origin of cosmic rays – galactic or universal – has been raised
many times. It has recently been answered by the measurement of gamma-rays
emitted by the interaction of intergalactic cosmic rays with the interstellar medium
of a nearby galaxy. For this, we require a galaxy which cannot itself accelerate
or confine a large cosmic ray flux. Spiral galaxies like ours are excluded because
they contain abundant high-energy particles. A good choice is the Small Magellanic
Cloud, a nearby low-mass galaxy which seems to be breaking up after a passage
close to our Galaxy about 200 million years ago, and which is not gravitationally
bound.

Indeed, as we will see later (Sect. 6.2), collisions of high-energy charged particles
with interstellar nuclei produce a gamma-ray flux with energies of hundreds of MeV,
with an intensity (given in photons cm−2 s−1 ster−1) of

Iγ = NHεγ , (6.1)

where εγ is the gamma-ray emissivity per hydrogen atom and per steradian given
by (6.20), and NH is the column density. If cosmic rays could fill up the whole
Universe, or at least the Local group of galaxies, with the same flux as observed in
the Galaxy, the gamma-ray flux at energies larger than 100 MeV received from the
Small Magellanic Cloud would be 2.4 × 10−7 photon cm−2 s−1. Observations give
only 0.5 × 10−7 photon cm−2 s−1, five times less than expected from interaction
with a universal cosmic ray flux (Sreekumar et al. [493]). The observed flux is
roughly what would be expected, given the structure and the mass of the Small
Magellanic Cloud. Note also that the flux of relativistic electrons, as derived from
the observation of their radio emission, is also five times smaller than the galactic
electron flux, implying that the electron/nucleus flux ratio is the same in the two
galaxies. Despite the difficulties with the measurements and their interpretation,
these results are convincing enough to exclude a universal or metagalactic origin for
cosmic rays.

6.1.2 Solar Cosmic Rays and Solar Modulation

The solar corona is not static, but evaporates at a rate of the order of 10−13 M�/yr,
producing an expanding ionized gas, i.e. the solar wind. Its intensity is modulated
by solar activity. While there are sporadic high fluxes driven by the most active solar
phenomena, the average intensity of the solar wind varies with the 11-year solar
cycle. During quiet periods the density of solar wind particles at the Earth’s orbit is

1 A complete, but somewhat outdated, review will be found in the book of Ginzburg &
Syrovatskii [198].
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of the order of 5 cm−3, their velocity 300 to 500 km s−1 and their temperature about
105 K. During an active period all these quantities can be one order of magnitude
larger. The solar magnetic field is carried with, and frozen into, this expanding
plasma. It forms magnetic tubes with the same sign as the magnetic field at the
surface of the Sun. Due to the rotation of the Sun, these tubes deform as Archimedes
spirals. However the irregularities in solar activity produce variations in the velocity
and the density of the wind which affect this simple picture. The structure therefore
reflects the history of solar activity during the last few weeks to months.

The intensity of the magnetic field is of the order of 10 µG near the terrestrial
orbit (see e.g. Encrenaz et al. [166]). The shock wave which limits the solar cavity to
where the solar wind encounters the interstellar medium is located at about 100 AU,
assuming pressure equilibrium for the local interstellar medium of T = 7 000 K and
ne = 0.1 cm−3 outside the solar cavity.

The high-energy particles entering the solar cavity from the interstellar medium
can reach the Earth’s orbit only if their gyration radius is large relative to the size of
the interplanetary magnetic structures, typically a fraction of a AU. Their energy must
then be larger than about 1 GeV/nucleon.2 Particles with lower energies can only
reach the terrestrial environment by diffusion, and only with increasing difficulty at
lower energies and when the solar wind is strong. The cosmic-ray flux is strongly
reduced at energies lower than 100 MeV/n. A clear anti-correlation can be observed
between the cosmic-ray flux, at energies of 1–2 GeV/n, and solar activity as measured
by the number of sunspots. This phenomenon is called the solar modulation. It is
necessary to understand it well in order to derive the spectrum and composition of
interstellar cosmic rays from satellite observations (see for example Fisk et al. [182]).

Solar bursts are most often accompanied by charged particles emitted by the
Sun. Their energy can be as high as a few hundreds of MeV. They are carried by the
magnetic field in the solar cavity and certainly reach the interstellar medium. When
passing near the Earth they are detected by cosmic-ray detectors. These are the solar
cosmic rays.

The terrestrial magnetic field also affects the propagation of charged particles
but it is not very extended. It is sufficiently well-known for its effects to be predicted
accurately and even exploited to determine the energy of the particles. Its structure
is dipolar to a first approximation and so charged particles always reach the Earth’s
magnetic polar regions. This is, in particular, the case for electrons accelerated
during solar bursts. They are guided to the polar regions and produce aurorae. At
lower terrestrial latitudes, l, the particles must have an energy E which is larger
than a limit called the geomagnetic cut-off in order to be detectable near the Earth’s
surface. Here are a few values of the geomagnetic cut-off, from Longair [336]:

l = 60◦ E = 0.48 GeV/n

l = 40◦ E = 4.3 GeV/n

l = 0◦ E = 14.0 GeV/n.

2 The energy of cosmic-ray nuclei is generally given per nucleon, and is expressed in
GeV/nucleon or MeV/nucleon, in short GeV/n or MeV/n.
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6.1.3 Galactic Cosmic Rays

Traditionally, galactic or primary cosmic rays are the particles with energies be-
tween ∼ 1 and ∼ 106 GeV/n. Their energy is large enough for them to reach the
solar environment but small enough to insure confinement in the Galaxy. They are
easily detected by nuclear-physics instruments and have been studied by many space
missions. The abundances of particles with atomic nuclei between 1 and 32 (from
H to Ge) are shown in Fig. 6.1, compared to the standard (or “universal”) element
abundances. We see that the relative abundances of cosmic nuclei follows, more
or less, that of the elements, with noticeable exceptions (Li, Be, B) that will be
discussed later.

Figure 6.2 shows the observed energy spectrum for a few cosmic-ray nuclei
between 0.01 et 100 GeV/n. The intensity variations at low energies show that the
modulation depends upon the quiet or active state of the Sun. The rise at energies
lower than a few tens of MeV/n corresponds to the average flux of solar cosmic rays
and has nothing to do with galactic cosmic rays.

Various attempts have been made to estimate the flux of low-energy cosmic rays
taking into account the solar modulation. Prantzos et al. [413] have calculated this
flux from the abundances of the light elements Li, Be et B which are produced by
the interaction of the low-energy cosmic rays with heavy interstellar nuclei (see next

Fig. 6.1. Abundances of elements in the cosmic rays (thick line) compared to the Galactic
abundances (thin line). They are both normalized to 1012 for hydrogen. Notice the considerable
overabundance of Li, Be and B in cosmic rays. Adapted from Lund [342].
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Fig. 6.2. Observed energy spectrum for cosmic-ray protons (H), α particles (He) and iron
nuclei. There are two values below 104 MeV/nucleon. The higher one corresponds to the
minimum of solar activity, the lower one to the maximum of activity: this is the solar modu-
lation. At very low energies, the flux rise is due to the solar cosmic rays. The bold curve is an
estimate of the proton spectrum outside the solar cavity, due to Prantzos et al. [413]. Adapted
from Silberberg & Tsao [473].

section). This requires a model for the propagation of cosmic rays and a model of
the chemical evolution of the Galaxy. The results are shown in Fig. 6.2 and are in
good agreement with the calculations by Ip & Axford [257], based on a theory of
cosmic-ray acceleration.

Between 3 and 300 GeV/n, the differential energy spectrum can be represented
by a power law3:

I(E) = 1.34 × 104
(

E

GeV/n

)−2.6

m−2s−1ster−1(GeV/n)−1. (6.2)

At higher energies the spectrum becomes steeper, the modulus of the exponent
of the power law increasing by 0.5. We will discuss later the very high energy cosmic
rays. The total pressure of cosmic rays is estimated to be 1.3 × 10−12 dyne cm−2.
Particles with less than 300 GeV/n contribute one quarter of the total pressure
(Holzer [246]).

3 Note that, according to specialist usage, the particle fluxes are given per square metre.
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High-energy particles circulating in the interstellar medium experience various
interactions corresponding to energy losses. The most important, which mainly
affects the low-energy particles that cannot be observed inside the solar cavity, is
ionization. This will be treated Sect. 8.1. Energy losses due to free–free interactions
and synchrotron radiation are negligible except for electrons. Inelastic collisions
with interstellar hydrogen nuclei are not important for the energetic balance but
do produce π0 mesons which desintegrate in a pair of gamma-ray photons. This
phenomenon will be discussed Sect. 6.2, as well as the Bremsstrahlung and the
inverse Compton effect.

Detailed studies of the abundances of cosmic-ray nuclei, as a function of atomic
number, have shown that they can be explained by Galactic sources. We can express
these abundances with reference to the standard elemental abundances (Fig. 6.1),
even if there are some doubts about the exact values of these reference abundances
as discussed Sect. 4.1. Three remarkable observations are:

– a high overabundance of the light elements Li, Be and B with respect to the
standard abundances;

– a positive correlation of the abundances with the first ionization potential of the
corresponding neutral atom;

– an unexpectedly high abundance of refractory atoms which are generally con-
densed in interstellar dust grains (see Chap. 7).

We will examine these three points in detail.

Light Elements

Figure 6.1 shows that the relative abundances of the L (for light) nuclei (Li, Be and
B) in cosmic rays lie roughly on the interpolation of the abundances of elements
with nearby atomic numbers, while their standard elemental abundances are lower
by factors of 106 to 107 with respect to their neighbours.

These L elements are fragile. They are destroyed by capture of a low-energy
proton in exothermal reactions like

6Li + p → 4He + 3He
7Li + p → 2 4He
9Be + p → 6Li + 4He → 2 4He + 2H
10Be + p → 7Be + 4He
11Be + p → 3 4He,

with reaction thresholds lower than 10 keV. It follows that when these elements
are carried to some depth in the convective zone of stars they are destroyed in
a few million years as soon as the temperature reaches some 107 K (cf. for example
Reeves [427]). The L elements in the interstellar medium cannot come from stellar
nucleosynthesis, like the other elements, but must have another origin. They originate
in high-energy reactions in the interstellar medium.

Collisions of high-energy protons or alpha particles, circulating in the interstellar
medium, with C, N or O nuclei produce spallation reactions that destroy these atoms
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Fig. 6.3. Cross-sectionfor production of Li, Be and B nuclei by spallation of a 12C nucleus by
a proton. The cross-sections for spallation of 16O and 14N are not very different. From Parizot
(thesis, 1997, Université Paris VI), adapted from Read & Viola [426].

and produce smaller atoms including Li, Be and B. The inverse reactions for C,
N and O nuclei in cosmic rays acting on atoms at rest in the interstellar medium
also exist. However, their efficiency is of the order of 20% of that for the direct
reactions. All of these reactions have a very sharp threshold near 50 MeV, which
corresponds to the maximum cross-section. At higher energies the cross-sections
decrease as shown in Fig. 6.3. The most efficient producers of the L elements are
thus the low-energy cosmic-ray particles, whose flux cannot be measured directly
because of the solar modulation. The abundance of the L elements is proportional to
the product of the flux of cosmic rays near 50 MeV and the abundance of C, N and O,
integrated over the life-time of the Galaxy. After the pioneering work of Meneguzzi
et al. [365], a self-consistent treatment of the problem was performed by Prantzos
et al. [413]. They included the temporal evolution of the abundances of C, N, O,
the shape of the galactic halo, and the lifetime and energy losses of cosmic rays
through ionization. They assumed an initial cosmic-ray spectrum that was flatter
and more intense in the past due to the higher number of supernovae. The escape
length L = 6–10 g cm−2 (see (6.5)) is derived from the present abundance ratio
(Li,Be,B)/(C,N,O) in cosmic rays. The derived cosmic-ray spectrum is represented
in Fig. 6.2 by a bold line. Unfortunately this method gives no information on cosmic
rays at energies lower than 50 MeV. There is some hope to derive the low-energy flux
using future observations of nuclear gamma-rays, as will be discussed in Sect. 6.3.

It is remarkable that these L elements, which contrary to all other elements are
destroyed, rather than formed, in stellar interiors, are produced by spallation with
abundances similar to those of the other elements. This is only one of the many
curious coincidences in the study of the Universe.
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Other Elements (A> 10)

It was noted long ago that the cosmic ray abundances, relative to the standard
abundances, tend to decrease with the value of the first ionization potential of the
element, as shown by Fig. 6.4. In particular, protons (hydrogen nuclei) and alpha
particles (helium nuclei) are roughly 10 to 30 times less abundant than the heavier
nuclei in comparison to the cosmic abundances. This suggested that the originating
material from cosmic rays comes from stellar coronae, and that it is more easily
accelerated when it is easier to ionize. Of course, when the energy of the accelerated
particles increases they are stripped of electrons from deeper layers and end up as
bare nuclei.

This reasoning cannot apply to the refractory elements which are generally
locked into interstellar dust grains (Table 4.2). We know for example that iron is
almost entirely in grains and that the interstellar gas contains no more than 1%
of atomic or ionic iron (cf. Table 4.2). However, Fig. 6.5 shows that heavy and
refractory elements like iron are amongst the most abundant in cosmic rays. The
solution to this apparent contradiction must be searched for in a deeper study of the
acceleration mechanisms. These will be discussed in Sect. 12.4. We just mention here
that dust grains are in general electrically charged and that, despite their enormous
gyration radii in the interstellar magnetic field, they can be accelerated as very heavy
ions. When accelerating, they experience sputtering arising from the impact of the

Fig. 6.4. Abundances of the elements in galactic cosmic rays (GCR) normalized to the standard
abundances as a function of the first ionization potential (FIP). The elements represented
by a filled square are refractory. Note that they are as abundant as the volatile elements.
Reproduced from Meyer et al. [367], with the permission of the AAS.
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Fig. 6.5. Abundances of the elements in galactic cosmic rays (GCR) normalized to the
standard abundances as a function of atomic number A. The normalization is to hydrogen.
The symbols indicate the volatility of the element. Note that the abundances are larger for
the heavy elements, and, amongst them, for the less volatile elements. The dashed and the
dashed-dotted lines correspond to the predictions of an acceleration model which is described
in Chap. 12. In this model, charged interstellar grains are accelerated in shock waves, the
velocity of which is indicated in the figure. Reproduced from Ellison et al. [154], with the
permission of the AAS.

atoms of gas atoms. During this process they release the elements of which they are
composed. These elements, as ions, are then accelerated to form cosmic rays.

We will see later that supernova explosions are a sufficient energy source for the
formation of cosmic radiation in a galaxy. However, the simple idea according to
which the supernova explosions would inject material with a high energy into the
surrounding medium is not tenable. This is because the abundances in cosmic rays
do not correspond to the abundances of the elements created by explosive nucle-
osynthesis4. On the other hand, the shock waves generated by supernova explosions
do offer an efficient acceleration mechanism: the energy in cosmic rays is about one
tenth of that of supernova remnants. The acceleration mechanism will be discussed
in detail in Sect. 12.4.

4 Some of the overabundances of 22Ne, 16O and 12C in cosmic rays might, however, suggest
a supernova origin but these elements could also originate in Wolf–Rayet stars.
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6.1.4 Very High-Energy Cosmic Rays

We have seen that galactic cosmic rays follow a power-law energy spectrum up to
an energy of 106 GeV/n (1015 eV/n). At higher energies the modulus of the spectral
index changes to 3.0, as shown by Fig. 6.6. A particle with energy E > 106 GeV/n,
interacting with the high altitude terrestrial atmosphere, produces an avalanche of
particles that are detected on the ground over an area of several thousands m2. These
secondary particules form an extensive air shower. We can also observe the Čerenkov
light emitted by the relativistic particles whose velocity is larger than the velocity of
light in the terrestrial atmosphere. The number of particle impacts at ground-based
detectors allow us to derive the energy of the primary particle. The hadronic physics
which occurs in the formation of the extensive air showers is not well known and the
determinations of the atomic number or of the charge of the primary nucleus are still
debated. The energy is probably better determined because it depends only upon the
number of particles in the shower. The differences between the arrival times at the
different detectors, which are scattered over a large area, allow us to determine the
direction of the primary particle.

The existence of particles with energy as high as 1018 eV (109 GeV) is well
established. Assuming that they are protons, the gyration radius of their trajectory

Fig. 6.6. Differential energy spectrum of the very high-energy cosmic rays. Here the abcissa
gives the energy E per nucleus, and not per nucleon. The ordinate is the logarithm of the flux
multiplied by E3 for better presentation. The source of the data is indicated on the figure.
Note that the plots above 1018 eV are from four different experiments which show reasonable
compatibility, although the dispersion is large near the upper limit. There is no sign of the
Greisen–Zatsepin–Kuz’min cutoff, which is expected to arise above 1019 eV if the cosmic
rays come from very large distances. From Nagano & Watson [380], with the permission of
Reviews of Modern Physics.
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in a 5 µG magnetic field is 200 pc. This is at the limit of compatibility with the scale
height of the Galaxy and an extrapolation of confinement models to these energies
would lead to a lifetime of only 100 years. Particles with even higher energies,
reaching as much as 1020 eV, do exist as shown by Fig. 6.6. The flux of these
particles corresponds to one event per km2 per century! An extragalactic origin has
often been discussed, however this raises serious problems, in particular because of
the energy loss of particles coming from high-redshift sources due to the expansion
of the Universe. Even more serious, Greisen as well as Zatsepin & Kuz’min have
shown that collisions of 1020 eV protons with the photons of the blackbody radiation
of the Universe at 2.73 K should destroy them in ∼ 3×108 years. This would restrain
the distance of possible sources to some 100 Mpc and would produce a cut-off in the
energy spectrum near 5 × 1019 eV which is not observed: see Cesarsky [83] and the
very complete review by Nagano & Watson [380]. Finally, no particular direction
of arrival nor correlation with extragalactic active objects have been seen in spite of
many searches.

The problem is less serious if the very high-energy cosmic rays are heavy nuclei.
For example, an iron nucleus (mass 56) of 1020 eV would only contain 2×109 GeV/n,
with a gyration radius of about 1 000 pc. This might still be compatible with a galactic
origin. The problem then is that the number of events seems to be too high given
the abundance of iron in lower-energy cosmic rays, if an extrapolation to very high
energies is valid. We must acknowledge that the interpretation of the observations
of very high-energy cosmic rays is still very speculative. The AUGER project, with
a very large detector in each terrestrial hemisphere, might help in solving these
problems.

6.1.5 Cosmic Electrons

Electrons with energies between 1 and at least 103 GeV are also detected near the
Earth. Their flux at 10 GeV is 1/100 of that of protons. Their observed spectrum in
the solar environment, affected by solar modulation, follows a power law (Longair
[336]):

I(E) = 700

(
E

GeV

)−3.3

m−2s−1ster−1GeV−1. (6.3)

This spectrum is steeper than for protons, essentially due to the synchrotron
energy losses of the electrons5.

In Sect. 2.2 we discussed, and gave some useful formulae for, the galactic
synchrotron radiation. Cosmic electrons are relativistic and their gyration radius is
approximately the same as for protons of the same energy. The probable sites of
their acceleration are the shock waves associated with supernova remnants. The
synchrotron radiation of these electrons traces the location of these shock waves,
see Sect. 12.1 and Plates 26 and 28. The energy spectrum of cosmic ray electrons,

5 Spectra published in the sixties are harder, probably due to a poor discrimination of parasitic
events at energies larger than 10 GeV.
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as derived from radioastronomy measurements of their synchrotron radiation, has
a spectral index of about 2.2 in modulus (Webber [545]). The difference with the
spectrum measured inside the solar cavity (6.3) comes from a modulation by the
solar magnetic field and from synchrotron losses.

Some 1% of the high-energy electrons are in fact positrons. They come from
high-energy reactions between cosmic rays and atomic nuclei.

6.1.6 Confinement of Cosmic Rays in the Galaxy

Although high-energy particles circulating in the interstellar medium experience
collisions with atoms, molecules and dust grains, their trajectories are dominated
by the effect of the magnetic field. The total energy of a particle with an energy En

per nucleon is A En , where A is the atomic number. The gyration radius R of this
particle of mass A m p, with a relativistic velocity perpendicular to a magnetic field
B, is

r = 3.33 × 1012 A

Q

[
En/(GeV/n)

B/µG

]
cm. (6.4)

For example, protons with an energy E � 106 GeV in a magnetic field of
B = 5 µG have a gyration radius of r � 7 × 1017 cm (0.2 pc), much smaller
than the scale height of the Galaxy. These particles are therefore well-confined by
the magnetic field. They can reside in the Galaxy for a long time before possibly
escaping. For a general and historical review of the subject, see for example Cesarsky
[82]. The length of the trajectory of the particles is generally expressed as

L(x) =
∫ x

o
ρ(s) ds, (6.5)

where L is the total column density of matter along the trajectory, in g cm−2. ρ(s)
is the mass density at point s. This quantity is called the grammage and is most
representative and useful in studies of nuclear interactions. The grammage is related
to the column density along the trajectory of the particle by the relation L = N/µmH.
We will see that it is generally in the range 6 to 10 g cm−2.

The pressure exerted by cosmic rays is 1/3 of their energy density, or about
4 × 10−12 dyne cm−2 (Holzer [246]). This pressure, in part, supports the magnetic
field, which is tied to the gas, the gas being confined to the Galaxy by gravitation.
If they were too many cosmic rays they would necessarily escape from the Galaxy,
carrying with them the magnetic field and the gas (see Fig. 15.1). Thus, gravitation
indirectly sets a limit to the density of cosmic rays.

At energies not affected by solar modulation the directions of arrival of cosmic
rays are isotropic with respect of the Local standard of rest. The small anisotropy
(streaming) which is observed is due to the motion of the solar system. No preferred
direction, which would indicate the presence of a source, is detectable. This is
a priori difficult to understand because intuitively the cosmic rays are expected
to follow the magnetic field lines. However a strong lateral diffusion is possible
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due to irregularities in the magnetic field (see later Sect. 12.4), but this is difficult
to quantify because the strength and spectrum of these irregularities are not well
known. Many authors have discussed this question, introducing in particular the fact
that cosmic rays can excite Alfvén waves in the interstellar medium and showing that
the resulting magnetic irregularities can scatter particles. As a consequence, there is
a tendency for the equipartition of energy between cosmic rays and the interstellar
medium. Particles diffuse along large-scale magnetic structures and cross the Galaxy
many times. Transverse diffusion can lift them in the galactic halo where they can
stay for some time, then come back to the disk or escape to intergalactic space.
This is the leaky box model. The solution to the diffusion equation indicates that the
distribution of the path-lengths, before escape, is exponential, L(x) = exp(−x/x0),
where x0 is a characteristic length which decreases with increasing energy: see for
example Berezinskii [34]. The high-energy particles thus escape earlier than the low-
energy ones. As a consequence, the modulus of the index of the energy spectrum of
cosmic rays is larger by 0.5 to 0.6 in the interstellar medium compared to the source
spectrum (see e.g. Longair [336]). The modulus of the source spectrum should be 2
from theory, (Sect. 12.4), while a value of 2.65 is observed near the Sun (Sect. 6.1).

Duric et al. [146] have checked this change of spectral index by observations
of the radio radiation from the nearby galaxy M 33. Assuming that the spectral
index of relativistic electrons is the same at the source as that of cosmic protons,
and remembering that if this spectrum has an index γ , the spectral index of the
synchrotron radiation is α = (γ − 1)/2 (2.17). The observed average index of the
radio spectrum of supernovae in this galaxy is α = 0.6, while that in the interstellar
medium is 0.8 to 0.9. The corresponding difference between the γ indices is thus of
the order of 0.5 to 0.6 as expected.

The leaky box model is supported by three different arguments that we will
evoque now.

The Energy Spectrum

Syrovatskii [502] presented the following heuristic argument which explains in
a natural way, based on the stationnarity of the energy equipartition, the spectrum of
the high-energy particles.

Let ucr be the energy density of cosmic rays in the interstellar medium, uturb

that of its kinetic energy (dominated by random macroscopic, mostly turbulent,
motions), and uB that of the magnetic field. As discussed previously, the total energy
is approximately distributed evenly between these three forms. The total energy of
the system is utot = ucr + uturb + uB. Let us assume that

ucr = δ(uturb + uB), (6.6)

with δ ≈ 1/2. Then the total energy is

utot =
(

1 + 1

δ

)
ucr =

(
1 + 1

δ

)
nE0, (6.7)
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in which we have assumed that initially the particles have all the same energy E0,
with the density n. The total energy loss of the system is assumed to be due solely
to the escape dn of these particles and is thus E0dn. However, in order to preserve
the relation given by (6.7), the energy of the remaining particles has to be

dutot = E0 dn =
(

1 + 1

δ

)
d(nE0), (6.8)

which gives by developping the right hand term

dn

n
= −(1 + δ)

dE0

E0
. (6.9)

This has the stationary solution

n ∝ E−(1+δ)
0 . (6.10)

This equation is satisfied by the differential spectrum

dn

dE
∝ E−(2+δ). (6.11)

Observation of this spectrum shows that δ is close to 1/2, which confirms that
equipartition is approximately satified, as postulated. The power-law spectrum can
be explained by noting that cosmic rays have essentially no mutual interaction and
do not tend to accumulate around an average energy. A more rigorous reasoning than
the heuristic one we have given can be found in Ginzburg & Syrovatskii [198].

The Abundance of Light Elements and the Path Length

The production of secondary elements by spallation depends, of course, upon the in-
teraction lengths of the primary particles before they escape, and upon the formation
cross-sections. Modelling the path length distribution at every particle energy, and
taking energy losses into account whenever necessary, it is possible to determine the
mean grammage as a function of energy. This mean grammage is the only quantity
that can be used in the interpretation. Taking into account not only the abundances of
the spallation products of C, N and O (which are Li, Be and B), but also the abundance
of the spallation products of iron (Sc, Ti, V, Cr and Mn), it is possible to confirm
and to refine the exponential distribution of the path lengths of the parent atoms and
the mean grammage as a function of energy. The results obtained by various authors
differ slightly from one another due to different choices of the cross-sections and of
the path-length distributions. This is still a subject under development. Here, we will
only cite, as representative, the results of Duvernois et al. [147]. This article contains
a summarized discussion of the method and gives all the necessary references. The
best agreement is obtained by an exponential distribution of the path lengths

L(x) = exp(−x/x0), (6.12)
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with x0 � 7 g cm−2, and an energy dependence exhibiting a peak of 9 g cm−2

near 300 MeV/n, which reflects the dependence of the formation cross-section upon
energy. The path length corresponding to x0 in the galactic disk is approximately
1 000 kpc, 50 times the diameter of the Galaxy. Note, however, that the fraction of
the path length that the particles follow in the galactic halo, where collisions are
negligible because of the low density, is not included in this number.

Cosmic Clocks

Amongst the elements formed by spallation, some are radioactive. When their forma-
tion cross-sections are known and when their lifetimes are of the order of a million
years, a measurement of the abundance ratio between the parent element and its
daughter allows us to determine the time interval between the formation of the
radioactive element and its observation. The most useful element for this determi-
nation is 10Be, which desintegrates by β radioactivity into 10B with a half-life of
1.5 million years6. 26Al, with a half-life of 0.85 million years, is another interesting
candidate but it is less abundant than 10Be. Simpson & Garcia-Munoz [474], in
their very complete study using that method, find an average confinement time for
cosmic rays of 11 to 22 million years. More recent studies tend to confirm this longer
value. Combining this with the average grammage of 7 g cm−2 given earlier, we
find an average density along the path of about 0.2 atom cm−3. If the density of the
interstellar medium in the disk is 1 atom cm−3, this means that high-energy particles
spend 4/5 of their lifetime in the halo. The presence of high-energy particles in the
halo is confirmed by the synchrotron radiation from the halo, which indicates the
presence of relativistic electrons.

6.2 The Gamma-Ray Continuum

The interaction of cosmic-ray particles with the interstellar medium produces
gamma-ray photons by three mechanisms which we will examine in turn: nuclear
interactions, Bremsstrahlung and inverse Compton scattering.

6.2.1 Gamma-Ray Production by Nuclear Interactions

Collisions between charged, high-energy cosmic-ray nuclei and interstellar nuclei
produce gamma-ray photons through intermediate π0 mesons. Protons being the
most abundant cosmic particles, we can neglect p-α and α-p interactions to a first
approximation. Proton–proton interactions produce charged mesons (pions) π± and
neutral pions π0. Charged pions decompose into µ± muons and neutrinos. Muons
finally transform into electrons and positrons, according to their charge, and into neu-
trinos. It is this process that is at the origin of the cosmic positrons. The neutral pions,
that are of interest here, decompose into two gamma-ray photons with equal energies.

6 The value of 2.5 million years found in old tables is obsolete.
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The threshold for the p–p reaction is about 280 MeV, and the total cross-sectionfor
this reaction is about 2.7 × 10−26 cm−2 for proton energies larger than 2 GeV. The
number of charged pions produced per reaction is 2(E p/GeV)0.25, E p being the
proton energy. The number of neutral pions is about half that of the charged pions.
Each of these pions has an energy of roughly

Eπ = 175

(
E p

GeV

)3/4

MeV, (6.13)

i.e., approximately 1/10 of the proton energy for E p = 10 GeV. For more exact
formulae, taking into account the energy distribution of pions, see Dermer [119].

Each neutral pion, π0, is decomposed into a pair of equal-energy gamma-ray
photons, emitted in the direction of propagation of the pion. In the reference system
of the pion, each of the photons has an energy 1/2 mπ0c2 = 68 MeV, where mπ0 is
the rest mass of the pion. We obtain the energy Eγ of the gamma-ray photons, in the
reference system of the observer, by Lorentz transformation:

Eγ = 1

2
γπ0mπ0c2(1 + βπ0 cos θ ′), (6.14)

where γπ0 = Eπ0/(mπ0c2) is the Lorentz factor for the pion; βπ0 = v/c, where v is
the pion velocity (in fact not much different from c), and θ ′ its direction with respect
to the line of sight.

Assuming an isotropic distribution of the pion velocities, we obtain by integrating
over all directions the conditional probability for obtaining a pair of photons of energy
Eγ from a pion of energy Eπ0 :

f(Eπ0, Eγ ) = 1 − 1/γ 2
π0 if

1

2
Eπ0(1 − βπ0) ≤ Eγ ≤ 1

2
Eπ0(1 + βπ0)

= 0 otherwise. (6.15)

We now have to integrate the partial spectrum of gamma-rays emitted by pions
with energy Eπ0 , over the energy spectrum of these pions. If the spectrum of pions
is dN = N (E p) dE p, and if n is the density of the interstellar medium, we obtain
the production rate of gamma-rays per unit volume in all directions

Qγ (Eγ ) = dNγ

dt
=

∫ E
π0,max

E
π0,min

[
2 f(Eπ0, Eγ )

∫
nN (E p)σ(E p, Eπ0)c dE p

]
dEπ0,

(6.16)
where σ(E p, Eπ0) is the differential cross-section for the production of a pion with
energy Eπ0 by collision of a proton with energy E p with an interstellar proton.
This cross-section is approximately 9 × 10−26 (E p/GeV) cm2 for E p ≥ 1 GeV, the
relation between Eπ0 and E p being given by (6.13).
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We still have to fix the integration limits. In the highly relativistic case where
βπ0 � 1, the energy Eγ can be achieved even from pions with an infinite energy, as
per (6.15), so that

Eπ0,max = ∞. (6.17)

To calculate Eπ0,min we note that Eπ0 = 1
2 Eπ0(1 − βπ0) + 1

2 Eπ0(1 + βπ0) =
Eγ,min + Eγ,max , and that Eγ,min Eγ,max = 1

4 E2
π0(1 − β2

π0) = 1
4 m2

π0c4, so that

Eπ0 = Eγ,max + m2
π0c4

4Eγ,max
, (6.18)

from which we derive

Eπ0,min = Eγ + m2
π0c4

4Eγ

. (6.19)

Fig. 6.7. The energy spectra of gamma-rays emitted in the inner part of the galactic disk
(circles) and in the outer part (squares), as observed with the COS-B satellite. The spectra
are compared to a theoretical spectrum derived from the local energy spectrum of cosmic-
ray protons and electrons. The sum of the spectra for the three production mechanisms for
gamma-ray photons described in the text is normalized at 1 GeV to the observed spectrum for
the inner Galaxy. The hatched regions correspond to the uncertainties in the energy spectra
of cosmic-rays, due mainly to the correction for solar modulation. From Bloemen [43], with
the permission of Annual Reviews, www.AnnualReviews.org.
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Equation (6.16) allows us to calculate the emitted gamma-ray spectrum (Fig. 6.7).
If cosmic protons have a differential power spectrum Ip(E p) = K p E−Γ

p , we find
that the differential gamma-ray spectrum has almost the same slope: dNγ /dt ∝
nK p E−Γ

γ , with Γ � 2.75.
Actually, pions and, subsequently, gamma-rays are also produced by the interac-

tions of cosmic rays with interstellar atoms heavier than hydrogen. A detailed study
(Dermer [119]) shows that we must multiply the above production rate by 1.45 to
take this into account.

We often use an emissivity per hydrogen atom and per steradian

εγ ≡ Qγ /(4πnH) photon (H atom)−1 s−1 ster−1. (6.20)

The intensity of the gamma-ray radiation, for a direction with a hydrogen atom
column density NH, is simply written Iγ = NHεγ photon cm−2 s−1 ster−1, assuming
a uniform flux of cosmic rays.

6.2.2 Gamma-Ray Production by Bremsstrahlung

The electromagnetic (Coulomb) scattering of high-energy cosmic-ray electrons by
interstellar nuclei and electrons produces a braking of the cosmic-ray electrons,
the corresponding energy being emitted as Bremsstrahlung gamma-ray photons
(Bremsstrahlung is the German for braking radiation). This is the high-energy version
of the free–free radiation studied Sect. 5.1. The differential cross-section for the
production of a gamma-ray photon of energy Eγ by a highly relativistic electron of
energy Ee, interacting with the nucleus of charge Z of a neutral atom, is given by the
simple formula, which takes into account the screening of the atom by its electrons:

σB(Ee, Eγ ) dEγ � mn

L Eγ

dEγ , with Ee � mec2

αZ1/3
, (6.21)

where α = e2/hc = 1/137.036 is the fine-structure constant, mn is the mass of the
nucleus and L is the radiation length. L defines the quantity of matter traversed
such that the energy of the electron is decreased by a factor e. The radiation length
is expressed as a grammage and is equal to L = 62.8 g cm−2 for neutral hydrogen
and 93.1 g cm−2 for neutral helium. For a mixture of atoms with solar abundances
we have 〈L〉 � 66 g cm−2 and 〈mn〉 � 2 × 10−24 g. For energies smaller than the
validity limit of this expression, i.e. ∼ 70 MeV, see Blumenthal & Gould [45].

If the medium is completely ionized, the screening effect of the electrons bound
to the atom on the electrostatic potential of its nucleus is reduced or vanishes, but
we must then take into account the scattering by free electrons. This results in an
increase of 30% in the value given by (6.21). This change has a practical importance
for the calculation of the gamma-ray emissivity at high galactic latitudes because
ionized gas dominates at large distances from the galactic plane (see Sect. 5.2).

At a given gamma-ray energy, Bremsstrahlung is dominated by electrons with
an average energy Ee � 3Eγ . The emissivity Qγ (Eγ ) ∝ nIe(Ee > Eγ )/Eγ so that
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for electrons, with an energy spectrum Ie(Ee) = Ke E−Γ
e , the energy spectrum of the

emitted gamma-ray photons has a similar power law: Qγ (Eγ ) ∝ n[Ke/(Γ −1)]E−Γ
γ .

The calculated spectrum in the vicinity of the Sun is plotted in Fig. 6.7. Its intensity
is about 1/4 of that of the gamma-rays originating from nuclear interaction, but it
becomes progressively more important at lower energies.

6.2.3 Gamma-Ray Production by the Inverse Compton Effect

The Compton effect is the interaction between photons and free electrons. In its
original form, it is the energy loss of X-ray photons scattered inelastically by low-
energy electrons: hence, the name of inverse Compton effect is given to the inelastic
scattering of high-energy electrons by low-energy photons which is of interest here.

The cross-section for this process is

σC � σT

(
1 − 2γehν

mec2

)
for γehν � mec2, (6.22)

where σT = 8πe4/(3m2
ec4) = 6.65 × 10−25 cm2 is the Thomson scattering cross-

section, γe = Ee/mec2 is the Lorentz factor for the electron and hν is the photon
energy. Except close to intense radiation sources, those photons that dominate in
the interstellar medium come from the blackbody radiation of the Universe, i.e.
〈hν〉 � 6 × 10−4 eV.

The photon energy after scattering is given by the simple expression

Eγ � 4

3
γ 2

e hν, (6.23)

so that electrons of approximately 200 GeV (γe � 4 × 105) are responsible for
the emission of 100 MeV gamma-ray photons by interaction with the cosmological
blackbody photons.

If the energy spectrum of the electrons is Ie(Ee) = Ke E−Γ
e , the inverse Compton

spectrum has approximately the shape Qγ (Eγ ) ∝ n ph(hν)Ke E−(Γ+1)/2
γ . The spec-

trum calculated in the solar vicinity is shown in Fig. 6.7. We see that the inverse
Compton effect contributes only 10% of the production of gamma-rays.

The total gamma-ray emission per hydrogen atom near the Sun is estimated
by Dermer [119] to be εγ = 1.22 × 10−26 photon atom−1 s−1 ster−1 for photons
with energy larger than 100 MeV. Values for εγ over different energy intervals are
given in Fig. 5 of Bloemen [43]. From this reference, εγ ≈ 2.4 × 10−26 photon
(atom H)−1 s−1 ster−1 for photons between 70 MeV and 5 GeV in the solar neigh-
bourhood. This figure is slightly higher than that given by Dermer and is to be
preferred .

6.3 The Mass of the Interstellar Medium

The gamma-ray emission of the interstellar medium is, as we have seen, proportional
to the mass of this medium with little dependence on its physical state: neutral
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or ionized, or even solid. Gamma-ray observations offer an excellent method to
determine this mass. We will examine it and compare the results with other methods.
Note from the start that the mass of molecular gas obtained with these methods
(with the exception of the last one) is only that inside those molecular clouds and
complexes which also emit CO lines, but does not include the mass of the H2

molecules in the diffuse H i medium.

6.3.1 The Use of Gamma-Ray Observations to Determine
the Mass of the Interstellar Medium in the Galaxy

Galactic gamma-ray emission has been mapped by several satellites, first with the
NASA satellite SAS-2, then with the european (ESA) satellite COS-B and more
recently with the EGRET instrument on board the NASA satellite GRO. The angular
resolution of the maps is approximately one degree (Plate 2). The spectrum has been
measured above 30 MeV and confirms the production mechanisms just described (see
Fig. 6.7). There is an extended emission on which is superimposed the emission of
more or less point sources. Some of these sources coincide with active star formation
regions. A good critical review of the SAS-2 and COS-B results can be found in
Bloemen [43]. Figure 6.8 gives a recent version of the gamma-ray spectrum of the
inner regions of the Galaxy.

The diffuse emission, which will be the only one discussed in this Section,
is dominated, as can be seen in Fig. 6.7, by the contribution of nuclear interac-

Fig. 6.8. Spectrum of the diffuse X-ray and gamma-ray emission of the central radian of the
galactic plane. The scale of the ordinates has been multiplied by the square of the energy in
MeV in order to make the figure more legible. From Purcell et al. [420], with the permission
of ESO.
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tions and Bremsstrahlung. Both emissivities are proportional to the product of the
matter density and the cosmic-ray flux of nuclei and electrons, respectively. It is
possible, to a certain extent, to discriminate between the two mechanisms by ob-
serving the gamma-ray radiation at relatively low energies (less than 70 MeV) where
Bremsstrahlung dominates, and at high energies where nuclear interactions domi-
nate. The contribution of inverse Compton scattering is a small correction which is
easy to calculate. The great interest of gamma-ray emission is, as we have said, that
it is sensitive to matter whatever its form, atomic, molecular, or ionized, provided
that it is optically thin to gamma-ray photons and is traversed by cosmic-ray parti-
cles at the energies of interest (more than 100 MeV). It gives the best available way
to determine the mass of the interstellar medium, in particular of the mass of the
molecular component which is not well known. Of course, the flux of cosmic-ray
particles must then be known. We can also attempt to determine this flux and its
space variations in the Galaxy, which was the initial objective of the gamma-ray
satellites. There are difficulties with both determinations, which have often been
considered as controversial and have been discussed in an abundant literature. Here
we will only deal with the first determination.

The gamma-ray intensity, that we define as the number of received photons per
unit energy, per unit area and per unit time from a given direction, is

Iγ (Eγ ) = NHεγ (Eγ ), (6.24)

where εγ (Eγ ) is the emissivity per hydrogen nucleus and NH the column density
of hydrogen nuclei in all forms. Using a uniform emissivity over the line of sight
assumes that the flux of cosmic rays is uniform. This is a realistic assumption for
protons, which diffuse easily and without energy losses far from their sources, but
a debatable one for electrons because they may experience important synchrotron
losses. We must also assume that cosmic-ray particles penetrate all interstellar mat-
ter, which is not completely clear for the large molecular complexes, because of
deviations by the magnetic field. Also, we must assume that the discrete gamma-ray
sources have been well subtracted from the map in order to obtain the contribution
of the interstellar medium alone. We will suppose for the moment that all these
assumptions are correct.

On the other hand, it is clear that we do not observe the gamma-ray emission
of regions with very large column densities which are optically thick to gamma-
rays. This is the case, for example, for relatively large, dense objets like stars,
planets, etc., which ensures that only the emission of the interstellar medium is
observed. However, this could also be the case for very dense, small interstellar
clouds should they exist. We showed in Sect. 6.2 that Bremsstrahlung is inefficient
at grammages larger than about 66 g cm−2, due to the energy losses of the electrons.
This corresponds to a column density of approximately 3.3 × 1025 nuclei cm−2. The
propagation of high-energy photons is also limited by pion creation in the medium,
with a similar penetration depth (Sect. 6.2). The gamma-ray photons produced deep
in the medium are destroyed by electron–positron pair creation in the field of nuclei,
with a characteristic interaction depth of 100 g cm−2 for hydrogen, and less for heavy
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elements (Chupp [100]). Consequently, matter will not be observed via gamma-rays
at column densities larger than a few 1025 nuclei cm−2. The existence of dense
clouds with large column densities is one of the possibilities invoked to account for
the baryonic dark matter in the Universe (Pfenniger et al. [408]).

Despite these difficulties, we will assume that we can use (6.24) for interstellar
matter. The similarity between the gamma-ray maps and the H i and CO maps of
the Galaxy gives some evidence in favor of its use. This equation is used in the
following way in order to separate the respective contributions of the atomic and
molecular components of the interstellar medium in the solar neighbourhood. As
a first approximation we can neglect the contribution of the diffuse ionized gas if the
study is limited to low galactic latitudes.

– We first assume that the intensity of the 2.63 mm CO(1-0) line is proportional
to the column density of the molecular gas. This hypothesis rests on the idea
that in an antenna beam we always see a number of similar molecular clouds,
and that the antenna temperature depends mainly upon the number of clouds in
the beam. The justification is that the (usually complex) profiles in the 12CO(1-
0) line and in the line of the isotopically substituted molecule 13CO(1-0) are
remarkably similar for most galactic lines of sight, although the optical depth is
76 times smaller in the latter line (cf. (4.51)). This is interpreted as indicating
some degree of uniformity in the properties of the clouds7. The overlap of the
different clouds along the line of sight is not a serious problem because the
clouds have a substantial velocity dispersion between them and because galactic
differential rotation spreads out the velocities: at a given velocity in a line we
most often observe only one cloud, at least in well-chosen directions. There are
however doubts about all these affirmations.

– We can then write (6.24) as

Iγ (Eγ ) = [N(H i) + 2XWCO]εγ (Eγ ), (6.25)

where WCO = ∫
T ∗

B dv is the integrated intensity of the 12CO(2-1) in K km s−1,
and

X ≡ N(H2)/WCO mol. cm−2 (K km s−1)−1. (6.26)

We then obtain εγ (see the end of Sect. 6.2), and also X, by a correlation
analysis between the H i, CO and γ maps. The advantage of this method is
that no hypothesis is made about the value of εγ . It is also possible to use
a value for εγ derived from the measurement of the flux of cosmic-ray nuclei
and electrons observed near the Earth (cf. Sect. 6.1) combined with nuclear
parameters measured using accelerators (cf. Sect. 6.2). Then X can be determined
without correlation analysis. This method is limited to high-energy gamma-rays

7 Another, more convincing, qualitative argument is that the integrated intensity of the
CO(1-0) line increases with increasing size of the cloud, due to an increase in the velocity
dispersion, hence of the mass if the clouds are in virial equilibrium and have similar
densities (Sect. 14.1).



6.3 The Mass of the Interstellar Medium 141

since the cosmic-ray flux is poorly known at low energies due to the solar
modulation (cf. Figs. 6.2 and 6.7).

The correlation analysis of the COS-B data by different groups give values for εγ

in reasonable agreement with the theoretical predictions, and values for X between
2.3×1020 and 3×1020 mol. cm−2 (K km s−1)−1, with some preference for the lower
figure. The method using the knowledge of the local cosmic-ray flux gives a slightly
lower value, X � 1.5 × 1020 mol. cm−2 (K km s−1)−1. More recent correlation
analyses of the EGRET data from the GRO satellite give values for X between 0.9
and 1.6×1020 mol. cm−2 (K km s−1)−1(Digel et al. [125], [126], Hunter et al. [253],
etc.).

A further step would be to determine, for various parts of the Galaxy, both
X and εγ , i.e. the flux of cosmic rays or, even better, the fluxes of cosmic-ray
electrons and of cosmic-ray protons. A method that is currently used consists of
fitting the observed gamma-ray distribution with a model of the form Igamma(Eγ ) =∑

i(N(H i)i + 2Xi WCO,i)εγ,i(Eγ , Ri), where the sum is over concentric rings i with
galactocentric radii Ri . The unknowns are εγ,i and Xi , which can be obtained by
a maximum likehood analysis. The results, which will not be detailed here because
they are somewhat controversial, are described by Bloemen [43] and by Hunter et
al. [253].

Although there are some doubts about the hypothesis that the integrated intensity
of the 12CO(1-0) lines is really representative of the column density of the molecular
component of the interstellar medium, the fact that consistent results are obtained in
the correlation analysis for H i/CO/gamma is an empirical justification of this idea. It
would probably be preferable to perform a similar analysis with a much less optically
thick line like 12C18O(1-0), which is emitted in less superficial, more extended zones
of molecular clouds (see Chap. 11). This is however a major observational project.
For the moment, we find it useful to compare the values of X obtained by the
correlation method with the results of other methods that will now been described
briefly.

6.3.2 Use of the Virial Mass of Molecular Clouds

Assuming that for molecular clouds there is an equilibrium between their self-gravity
and the dynamic pressure of the macroscopic random motions of the gas, which are
often much larger than the thermal pressure, we can estimate their mass using the
virial theorem. The demonstration and the validity of application of this theorem
will be discussed in Chap. 14. For a spherical, uniform and isolated cloud with zero
magnetic field and no external pressure, we have

M

M�
= 210

(
∆v1/2

km s−1

)2 (
R

pc

)
, (6.27)

where ∆v1/2 is the width of the CO line at half intensity. The profile of this line is
assumed to faithfully reproduce the internal motions of the cloud, which are assumed



142 6 The Interstellar Medium at High Energies

to be gaussian. R is the external radius of the cloud. For non-uniform clouds with
a radial density gradient, the numerical factor differs: it is 190 if n ∝ 1/r, and 126 if
n ∝ 1/r2; these are more realistic density distributions (see Sect. 14.1 and Fig. 14.2).
This method yields values of X of the order of 1 × 1020 mol. cm−2 (K km s−1)−1

(MacLaren et al. [345]), using the width of the 13CO(1-0) line rather than that of the
12CO(1-0) line. There are several difficulties with this method. One of them is the
observational definition of the radius of a cloud, because its emission is generally
superimposed on an irregular CO background emission.

6.3.3 A Comparison BetweenWCO and Extinction

Assuming that the dust and gas are well mixed, it is possible to use the extinction
of the light from background stars produced by dust in a molecular cloud to obtain
the column density of dust, and then of the gas by assuming a gas/dust ratio. This
method can be applied to nearby interstellar clouds for which contamination by
foreground stars is small. We can either determine the reddening for individual stars,
from which extinction is derived (see Sect. 7.1), or use star counts in well-defined
magnitude intervals, compared to similar counts in a nearby reference field. If the
luminosity function, which gives the number nr(m) of stars as a function of their
apparent magnitude m, has the form log nr(m) = a + bm in the reference field, it
becomes log nc(m) = a + b(m − Aλ) in the direction of the cloud where extinction
is Aλ. Aλ is thus given by

Aλ = −1

b
log

[
nc(m)

nr(m)

]
. (6.28)

See Thoraval et al. [510] for refinements of this method. If there are CO maps of
the cloud, we can study the correlation between the extinction and WCO. As expected,
because of the saturation of CO lines, WCO reaches a constant value as soon as AV

is of the order of 3 mag. As a consequence, X cannot be determined in this way.
On the other hand there is a good correlation with the integrated intensity of the
lines of isotopically substituted CO molecules up to rather large values of AV , of the
order of 10 magnitudes for C18O(1-0) (Fig. 6.9) or C17O(1-0). This can be explained
by the much weaker optical depth for these lines compared to that of CO(1-0). The
saturation at AV � 10 mag. is probably due to the condensation of CO on dust grains
in the deeper regions of the cloud where the grains are very cold (Kramer et al. [288]).
In any case, the large dynamical range of the correlation leads to some optimism
about the possibility of performing a new analysis of the gamma-ray observations
using the C18O(1-0) line when large maps in this line become available.

Studies of the distribution of dust and of WCO in molecular clouds show a sur-
prising result: the distribution of the dust is smooth at small scales while that of
the CO emission is much more fragmented (Thoraval et al. [510], [511]). This is
probably the main reason for the dispersion in the relation extinction/CO presented
in Fig. 6.9. For a given value of extinction WCO can vary by a factor 5 at small scales.
Either there is a mechanism able to decouple dust from gas at small scales, or there
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Fig. 6.9. Comparison between visual extinction and the integrated intensity of the C18O(1-0)
line in the L 977 molecular cloud. The extinction is derived from star counts in the near
infrared using a standard extinction curve. At extinctions larger than 10 magnitudes, the line
intensity is no longer proportional to extinction, probably because CO condenses onto grains.
Reproduced from Alves et al. [9], with the permission of the AAS.

are large fluctuations in the abundance and excitation of CO (this in regions of low
density), or both.

6.3.4 A Comparison BetweenWCO

and Millimetre/Submillimetre Dust Emission

Another property of interstellar dust that will be studied in detail in Sect. 7.2 is its
thermal emission. This emission peaks between 60 to 300 µm, depending upon the
dust temperature; at much longer wavelengths, e.g. 1.2 mm, the emission is in the
Rayleigh–Jeans regime. Its intensity is then proportional to temperature, while it
varies roughly as T 5 at the maximum of the emission. As the optical depth is always
small, the brightness of a dust cloud at millimetre wavelengths is

Iν = σH
ν Bν(Td)NH, (6.29)

where Bν(Td) is the brightness of the blackbody at the dust temperature Td , NH is
the column density of hydrogen nuclei in atomic and molecular form, and σH

ν is the
absorption cross-section of dust per hydrogen nucleus. The gas/dust ratio and the
dust properties both intervene in this cross-section. It can be calculated either from
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a dust model, which is rather uncertain, or calibrated by observation of a region
where the gas is mostly atomic and where the dust temperature can be reasonably
estimated. This gives (Neininger et al. [383])

σH
1.2 mm = 5 × 10−27 cm2 (H atom)−1. (6.30)

Equation (6.29) can then be used to determine NH in other regions, in particular
in molecular clouds. Td is estimated and the properties of the dust are assumed to
be the same as in the reference region. This is an excellent method because the
estimation of Td is not critical, but the absorption cross-section can be different in
molecular clouds because of the possibility of condensing ice mantles on dust grains
inside molecular clouds (see further Sect. 7.4, in particular Table 7.4). Subtracting
the emission of dust corresponding to the atomic component, we obtain that of the
molecular component, from which the column density can be derived, then X can
be determined after the CO line is observed. This method gives values of X close
to 1.0 × 1020 mol. cm−2 (K km s−1)−1. Notice that if σH

ν is larger in molecular
clouds, this decreases NH then X. Progress in bolometre array development allows
us to predict a great future for this method: see for example Johnstone et al. [267].
Observations at several submillimetre wavelengths, which are now available (see
e.g. Lis et al. [327]), should better constrain σH

ν and Td . See also Sect. 7.2 for another
recent determination of the submillimetre emissivity of interstellar dust.

A method, similar in its principle, has been used by Dame et al. [113] in order
to determine X at high galactic latitudes, hence near the Sun. They have com-
pared their complete maps of the sky in H i and in the CO line with a map of
the infrared dust emission at 100 µm. In the regions with no CO emission, the
infrared brightness is well correlated to the H i column density (NH/I100µm =
(0.9 ± 0.4)1020 atom cm−2 (MJy ster−1). Subtracting from the infrared map the
contribution of H i, they obtain the contribution of the molecular gas that they find
well correlated to the CO emission. Assuming the same relation between 2NH2 and
I100 µm as between NH and I100 µm, they derive X = (1.8 ± 0.3)1020 mol. cm−2

(K km s−1)−1.

6.3.5 X-Ray and Mid-Infrared Absorptions

We discussed X-ray absorption in Sect. 5.4 (see also Fig. 2.5) and showed that this
absorption allows us to indirectly obtain the column density of H2. Ryter et al. [445]
showed that the relation between the column density NX of equivalent H atoms and
the colour excess E(B − V) (cf. (5.70)) differs between the solar neighbourhood and
the direction of the galactic centre. Observations in the near infrared yield E(B−V) �
9 mag. and NX = (9 ± 2) × 1022 (equivalent H atoms) cm−2 mag−1 towards the
galactic centre, a factor 1.5 times larger than that given by (5.70). This can be
explained by a larger abundance of heavy elements in the inner regions of the Galaxy.
On the other hand 21-cm observations yield only NH = 2 × 1022 atoms H cm−2,
showing that a large part of the hydrogen is molecular.

X-ray absorption studies are currently experiencing a revival thanks to the
data coming from the CHANDRA and XMM-NEWTON satellites. Very recently,
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Vuong et al. [537] compared the X-ray absorption measured from these satel-
lites with the near-IR J band extinction, for pre-main sequence stars in sev-
eral nearby molecular clouds. Assuming standard solar abundances for the ISM,
they convert the X-ray absorption into a column density of hydrogen atoms (or
rather nuclei), NH,X. They find for their best-studied case, the ρ Oph cloud,
NH,X/AJ = 5.6 (±0.4) 1021 cm−2 mag−1. This is about 20% less than what
can be derived from the comparison of UV absorption lines with the visual extinc-
tion (see later (7.5)). Their interpretation is that the standard solar abundances are
overestimates for the interstellar ones. We have already alluded to this problem in
Sect. 4.1.

Similarly, observations of mid-infrared absorption in front of sources embedded
inside molecular clouds, or located in the background, will offer other, precious
information on the column density of the absorbing dust (see Sect. 7.1). For this,
a systematic exploitation of data from the ISO and Spitzer satellites is desirable.

To summarize this section, we have seen that the determinations of the mass of
the molecular component in the interstellar medium of our Galaxy, and of galaxies
in general, are still fraught with uncertainties but also that better determinations
are possible. All the methods that we have described, which use in one way or
the other the intensity of the CO lines, are intended to give the masses of the
atomic and molecular component of the interstellar medium. However, they do not
actually supply the respective masses of atomic and of molecular hydrogen. The
diffuse “atomic” medium in fact contains important quantities of H2 without CO,
as revealed by observations with COPERNICUS and more recently with FUSE.
This comes from the fact that H2 is more resilient to photodissociation than CO
(Sect. 9.1). For the same reason, there are in the envelopes of molecular clouds
regions containing H2 but no CO. The respective extents of these zones depend
upon the metallicity and the UV radiation field. We will come back to this point in
Chap. 10.

6.4 The Gamma-Ray Lines

The interaction of cosmic-ray particles with interstellar nuclei produces nuclear
emission lines in the gamma-ray range that result from the de-excitation of nuclei.
These nuclei can either be stationary interstellar nuclei or cosmic-ray nuclei. To
these lines add the gamma-ray photons coming from the desintegration of radioactive
nuclei, and the 511 keV photons created by positron–electron annihilation. Several
of these lines have been observed in the interstellar medium, and many more in
solar eruptions. The astronomy of gamma-ray lines will strongly develop with the
observations with the INTEGRAL satellite. Good reviews of the subject can be
found in Ramaty et al. [422] and Prantzos [414].

The following lines are expected to be observed in the interstellar medium.

1. Lines emitted following the excitation of nuclei by protons or α particles (helium
nuclei):
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examples of such lines are:
– the de-excitation line of 12C∗ at 4.439 MeV;
– similar lines of 14N∗ at 2.313 and 5.105 MeV;
– lines of 16O∗ at 2.741, 6.129, 6.917 and 7.117 MeV;
– lines of 20Ne∗ at 1.634, 2.613 and 3.34 MeV;
– lines of 24Mg∗ at 1.369 and 2.754 MeV;
– lines of 28Si∗ at 1.779 and 6.878 MeV;
– lines of 56Fe∗ at 0.847, 1.238 and 1.811 MeV; etc.
A more complete list and relevant nuclear data will be found in Ramaty et al.
[422], completed by Dyer et al. [150], [151], Lesko et al. [321] and Tatischeff
[505]. The excitation cross-section peaks for incident particle energy of about
10 MeV/nucleon (MeV/n). The cross-section decreases rapidly with increasing
energy until about 100 MeV/n, at which point the nuclei disintegrate. As a con-
sequence, these lines are potentially good indicators of the flux of low-energy
cosmic rays (say from 5 to 50 MeV/n). Presently, we know almost nothing of
these particles due to the strong solar modulation.

2. Lines emitted following spallation reactions:
These are reactions which synthetize the light elements 6Li, 7Li (in part), 9Be,
10Be et 11Be from 12C, 14N et 16O, they were discussed Sect. 6.1. They also
produce more common elements from nuclei heavier than C, N and O. The
produced elements are often in a nuclear excited state. We thus expect to observe
de-excitation lines like that of 12C∗ at 4.439 MeV, and probably also of Li, Be
and B, but the fraction of excited nuclei produced by the spallation reactions is
unknown. We have already seen that the threshold for these reactions is higher
than for direct impact excitation. It is of the order of 30 to 100 MeV/nucleon
(cf. Fig. 6.3).
The lines produced after the impact of cosmic-ray particles with heavy interstel-
lar nuclei are narrow, with a typical width ∆E � 0.03E, because the velocity
of these nuclei remains small after the collision. Conversely, the lines produced
by the de-excitation of heavy cosmic-ray nuclei are very broad due to their high
velocities, which are not much modified by collisions with the light interstellar
nuclei. The shape and width of these lines depend upon the direction of arrival
of the high-energy particles, if they are anisotropic, and upon their spectrum.
This problem has been treated by Kozlovsky et al. [287]. These authors explain
a broad (3–7 MeV) emission observed with COMPTEL in the Orion region as
due to the de-excitation of a large quantity of C and O nuclei with energies of
some 10 MeV/n. The important flux of the particles with energies ≥ 30 MeV that
is necessary to excite those nuclei might come from recent supernova explosions,
an environment able to accelerate these particles (Parizot [398]).

3. Decay lines of radioactive nuclei:
Nuclear reactions in stars, in particular in supernova explosions, and spallation
reactions also produce radioactive elements. The best-known example is that
of 26Al which decays to an excited nuclear level of 26Mg with a lifetime of
1.1 × 106 years. De-excitation of 26Mg produces a 1.809 MeV photon. The
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Fig. 6.10. Map of the distribution of the galactic emission in the 1.809 MeV line, in galactic
coordinates. The data were obtained with the COMPTEL instrument on board the GRO
satellite. From Knödlseder et al. [284], with the permission of ESO.

corresponding line, improperly designated as the “26Al line”, was observed as
early as 1984 in the direction of the galactic centre. Observations with COMP-
TEL have shown that the source is diffuse and thus interstellar (Fig. 6.10), and
that the mass of 26Al present at a given time in the Galaxy is about 2 M�. The
sources of 26Al are massive Type II supernovae and Wolf–Rayet stars (Signore
& Dupraz [472], Meynet et al. [368]). The 26Al nuclei produced by these stars
are dispersed over large distances in the interstellar medium by the explosions
or by the winds of these stars and form a diffuse source. Some meteorites con-
tain a small quantity of 26Mg which might originate from 26Al present in the
protosolar nebula, but there are doubts about the idea that this 26Al could come
from a nearby supernova explosion that occured just before the formation of the
Solar system.
The review by Prantzos [414] gives a list of lines from radioactive nuclei. A few
have already been observed in supernova remnants. Apart for the 26Al line,
examples are (the detected lines are underlined):
– lines from the decay chain 56Ni → 56Co → 56Fe at 0.847, 1.771, 1.238 and

2.598 MeV;
– lines from the chain 57Co → 57Fe at 0.122 and 0.136 MeV;
– lines from the chain 44Ti → 44Sc → 44Ca at 0.068, 0.078 and 1.156 MeV.
– lines from the chain 60Fe → 60Co → 60Ni at 1.173 and 1.173 MeV.
All these lines are narrow because the radioactive nuclei have time to thermalize
before decaying. Their observation will be of great importance as a check on
nucleosynthesis theories, and also to locate of the birth sites of massive stars in
the Galaxy (Fig. 6.10).

4. The 511 keV electron–positron annihilation line:
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Annihilation of a positron with an electron yields 2 gamma-ray photons of
511 keV, the mass energy of these particles. A diffuse emission has been ob-
served in this line in the region of the galactic centre (cf. Prantzos [414]).
Photons produced by the annihilation of high-energy cosmic-ray positrons are
not observable because of the very large width of the line. The positrons that
give the observed line are probably produced by the β+ decay of the radioactive
products of supernova explosions. The responsible nuclei are probably 56Co and
44Sc (see the list above), with a small contribution of 26Al. The observed pro-
duction rate of positrons is 1.5 ± 0.51043 positrons s−1. The annilation lifetime
of these positrons being long in the interstellar medium, at least 105 years, they
have time to diffuse far from their sources.
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Dust grains, with sizes ranging from nanometres to micrometres, are intimately
mixed with the interstellar gas. They are formed in the atmospheres of evolved stars
as well as in novae and supernovae, but they are also destroyed and re-formed in
the interstellar medium (see Chap. 15). Although dust makes up only about one
hundreth of the mass of the interstellar medium, it plays an extremely important role
in the physics and chemistry of this medium, in the energy balance of the Galaxy, in
phenomena that determine the evolution of interstellar clouds and the formation of
stars, and even in the initial stages of the acceleration of cosmic rays. More precisely:

– Dust absorbs and scatters stellar light. Scattering being wavelength-dependent,
the scattered light that forms reflection nebulae1 is bluer than that of the illumi-
nating star, while the light transmitted by a dust cloud is redder. If the dust grains
have an anisotropic shape and are oriented, the scattered and transmitted lights
are partly polarized (cf. Sect. 2.2). Close to an illuminating source, the scattered
light is always radially polarized in the plane of the sky, due to the anisotropy
of the radiation. Plates 1, 2, 12, 13, 14, 18, 20 and 24 illustrate extinction by
interstellar dust, while scattering is visible on Plates 15 and 20.

– The energy absorbed by dust grains heats them and is re-emitted in the mid- and
far-infrared. Almost half of all the energy emitted by stars in the Galaxy in the
ultraviolet, the visible and the near infrared is absorbed by dust, then re-emitted
at much longer wavelengths. The other half is either unaffected or scattered by
dust. The thermal emission of dust is illustrated in Plates 2, 18, 19, 21, 22 and 23.

– Atoms or molecules striking dust grains can stick, forming a surface “mantle”
of “ices” where chemical reactions can occur2. Some of these reactions are not
possible in the gas phase, so that dust grains act as catalysts. Heating of the grain
can evaporate the mantle and release new molecules in the interstellar medium.
The H2 molecule can only form on grains. These phenomena will be discussed
in Chap. 9.

1 Reflection nebulae are extended objects with, in general, a lower brightness than H ii re-
gions. They are always close to a bright star. They do not emit light by themselves, but are
illuminated by the star as shown by their spectrum which exhibits the same lines as that of
the star. Examples are shown by Plates 15 and 20.

2 The term of “ice” designates the products condensed on grains at low temperatures: this
includes the molecules H2O, CO, CO2, NH3, CH4, etc.
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– The destruction or evaporation of dust releases heavy elements into the interstel-
lar gas. Conversely, these elements can condense on grains to form refractory
mantles. The grains can agglomerate together to form bigger grains. This will be
discussed in Chap. 15.

– Dust grains irradiated by UV photons can release electrons via the photoelectric
effect. These electrons play a major role in the heating of the interstellar medium.
At densities larger than about 104 atoms or molecules per cm3 collisions can
efficiently transfer energy from the gas to dust and vice-versa. These phenomena
will be examined in Chap. 8.

– Charged dust grains can be accelerated in shocks, in particular in supernova
remnants. Collisions with the atoms or ions of the gas, and with other dust
grains, release heavy elements into the gas that can themselves be accelerated
and form the seeds of cosmic rays. This will be discussed in Sect. 12.4.

The book by E. Krügel [289] gives an excellent account of the physics of
interstellar dust.

7.1 Interstellar Reddening and Extinction

7.1.1 General Ideas

The decrease in the luminosity of a star when seen through a dust cloud is due to
two different physical phenomena: the absorption of photons by the material of the
grains and the scattering of photons in directions other than the incident direction.
The ensemble of these phenomena is called extinction. Extinction depends upon the
grain composition, shape and size distribution and also upon the wavelength. The
extinction Aλ is expressed as the ratio of the emerging flux I(λ) and the incident flux
I0(λ) such that:

I(λ) = I0(λ)10−(Aλ/2.5) = I0(λ)e−τλ , (7.1)

so that the optical depth τλ = 0.921Aλ, where Aλ is expressed in magnitudes.
The extinction curve or extinction law is the curve in which the extinction is

plotted as a function of wavelength, or more frequently as a function of the inverse
of the wavelength. It is obtained by comparing, over a wavelength range as extended
as possible, the spectral energy distributions of at least two stars of the same spectral
type and luminosity class, which are assumed to be identical. One of these stars
should be strongly affected by extinction, hence by the presence of a large amount
of interstellar matter along the line of sight, and the other one should be little
affected. This enables a relative extinction curve to be derived3. Usually the curve
is normalized to the ratio of the extinctions in the Johnson B (blue, centered near

3 It is very difficult to directly obtain the absolute value of the extinction. This would require
a very good knowledge of the intrinsic luminosity of the star and of its spectral energy
distribution. These quantities are rarely available with sufficient accuracy, even for hot
stars.
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4 400 Å) and V (visible, centered near 5 500 Å) broad bands. Defining the colour
excess as

E(B − V) = AB − AV , (7.2)

the extinction curve is given as Aλ/E(B−V) as a function of 1/λ (generally expressed
in µm−1). Other normalizations are possible, e.g. Aλ/AV , also in frequent use. The
average extinction curve from the near infrared to the ultraviolet (Fig. 2.5 and 7.1)
is smooth, with a strong, broad band centered at 2 175 Å. For this average curve we
have R = AV /E(B − V) = 3.1 hence AB/E(B − V) = 4.1. The extinction curve in
the mid-infrared (Fig. 2.5, 7.1 and 7.2) exhibits broad bands at 9.7 and 18 µm, which
are due to absorption by silicates. They correspond, respectively, to the stretching
vibration mode of Si–O bonds and to the bending mode of the O–Si–O bonds. The
2 175 Å band is probably due to carbonaceous particles containing aromatic cycles
which produce a characteristic absorption around this wavelength.

Fig. 7.1. The standard galactic extinction curve, normalized to visual extinction A(V) ≡ AV .
The circles correspond to the determination by Savage & Mathis [450]. The thick line is a fit
by one of the possible three-component models, with the following contributions: full thin
line: large cylindrical core-mantle grains; dashed line: very small graphitic grains; dotted line:
PAHs (cf. Sect. 7.2). From Li & Greenberg [322], with the permission of ESO.

Table 7.1 gives the extinction curve in a numerical form, this is especially useful
in the infrared4.

There are large variations in the galactic extinction curves obtained along dif-
ferent directions. These correspond to variations in the grain properties (Fig. 7.3).
The variations may correspond, for example, to the coagulation of small grains into
larger grains (cf. Dominik & Tielens [128]), or conversely to the partial or or total

4 We mention here that Lutz and collaborators [343] find a larger mid-infrared extinction
in the direction of the galactic centre; their determination is based on the ratios of the
hydrogen recombination lines (see Sect. 5.1 and Fig. 7.2). This difference might originate
in the particular properties of the dust in the central regions of the Galaxy.
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Fig. 7.2. Extinction curve in the mid infrared. The ratio of extinction Aλ to the visual extinction
AV is given in the ordinate. The full line is the extinction law for the dust model of Draine
& Lee [134] and the dashed line that corresponding to observations by Rieke & Lebovsky
[435]. Note the maxima at 9.7 and 18 µm due to silicate absorptions. The symbols correspond
to the determination by Lutz [343] in the direction of the galactic centre,which is based on
the intensity ratios between the hydrogen recombination lines observed with the ISO satellite.
Notice the large difference in the wavelength range 4–8 µm. From Lutz [343], with the
permission of the author.

Table 7.1. Extinction curve in the visible and the infrared. The standard spectral bands centered
near the wavelengths of the first column are indicated. From Rieke & Lebofsky [435] and
Draine & Lee [134].

λ (µm) E(λ−V)
E(B−V)

Aλ/AV λ (µm) E(λ−V)
E(B−V)

Aλ/AV

0.34 (U) 1.64 1.531 9.7 –2.86 0.075
0.44 (B) 1.00 1.324 14.3 –3.03 0.0186
0.55 (V) 0.00 1.000 19.0 –3.00 0.0284
0.70 (R) –0.78 0.748 30 –3.05 0.0130
0.90 (I) –1.60 0.482 50 –3.07 0.0058
1.25 (J) –2.22 0.282 100 –3.09 0.0017
1.65 (H) –2.55 0.175 200 –3.09 0.00043
2.22 (K) –2.74 0.112 350 –3.09 0.00014
3.5 (L) –2.92 0.056 850 –3.09 0.000024
4.8 (M) –3.02 0.023 1300 –3.09 0.000014
7.0 –3.04 0.015

destruction of some types of grains (see later Sect. 11.3). Fitzpatrick & Massa [184]
show that the ultraviolet extinction curve can be parametrized as follows5:

E(λ − V)

E(B − V)
= c1 + c2λ

−1 + c3 D(λ) + c4 F(λ), (7.3)

5 This parametrization is valid until about 1 200 Å. At shorter wavelengths, until the Lyman
discontinuity at 911.7 Å, extinction keeps increasing considerably and seems very variable:
cf. Hutchings & Giasson [255].
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Fig. 7.3. Variations in the extinction curve in the direction of 11 different stars. The points
correspond to observations and the lines to the parameter fit described in the text. Reproduced
from Fitzpatrick & Massa [184], with the permission of the AAS.

where c1, c2, c3 and c4 are parameters depending of the line of sight. D(λ) is the
Drude function that describes the 2 175 Å band:

D(λ) = 2

π

γλ0

(λ/λ0 − λ0/λ)2 + γ 2
, (7.4)

where λ0 is the central wavelength (here 2 175 Å) and γ is a broadening parameter
(here 0.217); the full width at half maximum of the Drude profile is γλ0.

The quantity F(λ) = 0.539(λ−1 − 5.9)2 + 0.0564(λ−1 − 5.9)3, with F(λ) = 0
for λ−1 <5.9 µm, gives the shape of the far-ultraviolet extinction excess whose
amplitude is given by c4.

Another presentation of the extinction curve consists of plotting the optical depth
per unit column density, NH, of hydrogen (atomic and molecular). This presentation
has been adopted for Fig. 7.5 and 7.6. We can convert from one presentation to the
other by using the relation between colour excess and total hydrogen column density
derived from observations with the COPERNICUS satellite by Bohlin et al. [48],
very well confirmed by the observations with FUSE up to E(B−V) � 1.0 (Rachford
et al. [421])

NH/E(B − V) = 5.8 × 1021 (H atom) cm−2 mag.−1. (7.5)
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The absorption and scattering of electromagnetic waves by small particles has
been treated in detail in the classical treatises of van de Hulst [524] and of Bohren
& Huffman [49]. Here, we only give some simple results. We are dealing with an
interference phenomenon that can be described as follows. The electric field of the
incoming radiation induces a motion in those electrons of the grain that are weakly
bounded (the motion of the nuclei is much smaller due to their larger masses).
These electrons in turn emit radiation with the same frequency as the incoming
radiation and which is locally in phase with it. The ratio between the intensity
absorbed by an electron and the emitted intensity is (8π/3)(e2/mec2)2 where e
and me are respectively the charge and mass of the electron. The amplitude of the
radiation emitted per unit volume of the grain depends upon the polarizability α of its
material at the frequency of the radiation: this polarisability is such that an electric
field E produces a dipole p = αE per unit volume. This is the phenomenon that
causes refraction (see standard physics textbooks). The emitted radiation leaves the
grain with a phase difference relative to the incoming radiation, that depends upon
the shape, dimensions and refractive index of the grain. The interference between
the radiations coming from different parts of the grain between them and with
the incident radiation produces the scattering. For particles which are very small
compared to the wavelength we can, to a first approximation, replace the secondary
radiation by the emission from a single dipole slightly out of phase with the incoming
radiation. If the grain is extremely small, the phase change is negligible, there is no
scattering and extinction is only due to absorption.

Let us consider a spherical grain of radius a, made of an homogeneous material
with a complex refractive index n = m−ik (the imaginary part of the refractive index
corresponds to absorption). We can define an extinction cross-section σe = σa + σs,
σa and σs corresponding respectively to the absorption and scattering cross-sections.
We can write these cross-sections as:

σa = πa2 Qa, and σs = πa2 Qs, (7.6)

Qa and Qs being, respectively, the absorption efficiency and the scattering efficiency.
The extinction efficiency is Qe = Qa + Qs. For spherical grains that are small
compared to the wavelength, the optical calculation (Mie theory, see e.g. Lang [299]
Sect. 1.40) yields, defining x = 2πa/λ � 1,

Qa = −4x Im

(
n2 − 1

n2 + 2

)
and Qs = 8

3
x4 Re

(
n2 − 1

n2 + 2

)2

. (7.7)

From (7.6) and (7.7) we see that for grains small with respect to wavelength the
absorption cross-section σa is proportional to their volume, and the scattering cross-
section σs is proportional to the square of their volume. Conversely, big absorbing
grains with sizes much larger than the wavelength act as an opaque screen (Qa � 1).
Their edges diffract the incoming radiation and it can be shown that Qs � 1 also, at
least if the grain is not extremely large, so that Qe � 2 independent of wavelength
and grain shape.
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Fig. 7.4. Variation of the extinction efficiency Qe and the scattering efficiency Qs as a function
of the inverse of wavelength, for a non-absorbing spherical grain with a refractive index 1.6
(top, here Qe = Qs), and for an absorbing spherical grain with a refractive index 1.6 − 0.05i
(bottom, here Qe is plotted as a full line and Qs as a dashed line). The dimensionless quantity
x = 2πa/λ is given in the abscissae, a being the radius of the grain and λ the wavelength.
From Whittet [546], with the permission of IOP Publishing Ltd.

The general behaviour of the variations of the efficiencies Q as a function of
grain size is displayed in Fig. 7.4.

The albedo is the ratio between the scattering cross-section and the extinction
cross-section σs/σe, or equivalently between the efficiencies Qs/Qe. The phase
function, g(θ), gives the angular distribution of the scattered light, θ being the
angle with the direction of the incoming radiation. Scattering is strongly forward-
directed, so that g(θ) is maximum for θ = 0. These quantites can be calculated for
grain models using the Mie theory (cf. van de Hulst [524] and Bohren & Huffman
[49]); a useful approximation for the phase function is that of Henyey & Greenstein
[231]. The diffusion also produces polarization that we will not discuss here (see
however Sect. 2.2 and for an interesting study and references Martin et al.[349]).
Observationally, the determination of the albedo and phase function is difficult (cf.
Mathis [353]). They can in principle be obtained from photometry of reflection
nebulae illuminated by a star with well-determined properties, in cases where the
geometric distribution of dust with respect to the star is known (for an example see
Calzetti et al. [75]). The albedo is close to 0.6 in the visible and UV, except near the
2 175 Å band where it is much smaller. This shows that the 2 175 Å band is due to
absorption and hence to particles that are very small compared to the wavelength.

7.1.2 Extinction and Dust Models

For an ensemble of grains the extinction is obtained by integrating Qe over the grain
size distribution. Several types of grains contribute to extinction in the interstellar
medium including, at least, amorphous silicate grains and carbonaceous grains (in
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part composed of graphite or aromatic components). Grains with a nucleus of one
material and a mantle made of a different material, ices or refractory products, may
also exist. We often uses the distribution of grain sizes derived by Mathis et al. [351],
the so-called MRN distribution :

dni = AinHa−3.5da, amin < a < amax, (7.8)

where Ai is a normalization constant, dni is the number of grains of species i with
radii between a and a + da, and nH is the density of hydrogen nuclei that is taken
as the abundance reference. Mathis et al. [351] estimate amin � 0.005 µm and
amax � 0.25 µm. These limits are not well-determined and this distribution should
therefore be used with some care.

The optical depth can be written as

τλ =
∑

i

∫ amax

amin

Qe(ai , λ)πa2
i Ni(ai) dai , (7.9)

where Ni(ai) is the column density of grains of species i with radius ai .
If we are only interested in absorption, we can write an equation similar to (7.9),

replacing Qe by Qa. We will then see, that as long as grains are small with respect
to λ, τabs is proportional to their total volume and hence to their mass in a column
with unit cross-section along the line of sight (7.7).

Fig. 7.5. Extinction per hydrogen atom calculated according to the dust model of Draine
& Lee [134], compared to observations of the average galactic extinction curve (squares).
This extinction is the sum of the contributions of amorphous silicate and of graphite grains.
Due to the anisotropy of graphite crystals, their extinction is decomposed into components
parallel and perpendicular to the unique crystal axis (orthogonal to the graphite basal plane,
the crystallographic c-axis). In this model small graphite particles produce the absorption
band at 2 175 Å. Reproduced from Draine & Lee [134], with the permission of the AAS.
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Fig. 7.6. Infrared extinction curve per hydrogen atom (multiplied by λ for better presentation)
as calculated according to the model of Draine & Lee [134], compared to observations.
As in Fig. 7.5, the respective contributions of silicates and of graphite (total, parallel and
perpendicular components) are given. The symbols labelled IRAS, RCS and HS correspond
to old measurements of the far-infrared opacity. The recent determination by Boulanger et
al. [61], which is based on observations with the COBE satellite, is not plotted here but is in
very good agreement with the model results. Reproduced from Draine & Lee [134], with the
permission of the AAS.

In practice, we try to reproduce the observed extinction law with a dust model
and a grain size distribution. The inverse problem is very difficult to treat due to the
large number of free parameters. There is an abundant literature on the subject. We
will only cite here the development by Draine & Lee [134] of the model of Mathis et
al. [351]. A recent version of this work, due to Weingartner & Draine [544], differs
mainly by the addition of very small carbon grains, which intervene essentially in the
far-UV extinction, and also by their infrared emission that we will discuss Sect. 7.2.
Draine & Lee [134] fit the average extinction curve from the UV to the mid infrared
by a mixture of spherical particles of graphite and silicate particles with the MRN size
distribution of (7.8). This fit, presented in Figs. 7.5 and 7.6, is excellent. It is obtained
by assuming the following grain abundance factors in (7.8): Asil = 10−25.11 cm2.5/H
and AC = 10−25.16 cm2.5/H. The silicate grains are supposed to have an olivine-type
chemical composition Mg1.1Fe0.9SiO4. In this model 90%, 95%, 94% and 16% of
the total abundances of Mg, Fe, Si and O, respectively, are used. This is in general
agreement with what is known of the depletion of these elements in the interstellar gas
(cf. Table 4.2). All the carbon not in the gas phase is used by the model. Some authors
consider that there is a possible abundance problem for carbon, the available carbon
abundance being perhaps insufficient (Snow & Witt [479]). But we should remember
that the interstellar abundances themselves are somewhat problematic (Sect. 4.1),
and we will refrain from discussing this point. We will, however, highlight the fact
that fluffy, porous dust grains have larger scattering efficiencies, and hence extinction
efficiencies, than compact grains with the same mass. This might help in solving the
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“abundance crisis” if it is indeed real. However, observations do not favor a large
abundance of fluffy grains in the ISM (Boulanger et al. [61]; Smith & Dwek [478]).

The model of Draine & Lee, as any model, is only a representation of reality.
For exemple, only spherical particles are considered while observations of interstel-
lar polarization show that elongated grains are present. The optical properties of
interstellar silicates are poorly determined, because of the wide variety of possible
materials, and are in any case adjusted to fit the observations. Other models also give
a good match with the observed extinction curve, for example that of Li & Green-
berg [322] which involves silicate grains with a refractory mantle of carbonaceous
materials (Fig. 7.1). However this model tends to use too much carbon. Finally, in
view of the uncertainties on the interstellar abundances of elements, it does not seem
necessary to abandon the simple model of Draine & Lee which is a good starting
point for studies of the interstellar dust.

It is interesting to mention that the Kramers–Kronig relations , which link the
real and imaginary parts of the dielectric constant of any material, can yield a very
general lower limit for the amount of dust necessary to produce extinction (Purcell
[419]). They also yield a lower limit for the temperature of grains in a given radiation
field. We can obtain in this way a strict lower limit of the dust-to-gas mass ratio in
the galactic interstellar medium, that is

ρd/ρH > 0.5 × 10−2ρg, (7.10)

where ρd and ρH are respectively the density of matter in grains and in gas, and ρg is
the density of the matter that form the grains, in g cm−3 (Aannestad & Purcell [1]; for
a recent detailed discussion see Kim & Martin [282]). This limit is just compatible
with the ratio ρd/ρH � 0.6 × 10−2 obtained for the grain model of Weingartner &
Draine [544].

7.1.3 X-Ray Scattering by Dust

Interstellar dust grains scatter X-rays in directions close to that of the incident
radiation. While the scattering of optical light is not very anisotropic, due to the
small average size of dust grains (grains with sizes comparable to, or larger than,
the wavelength are rare), most grains have sizes larger than X-ray wavelengths, so
that scattering is at small angles6. For a dust size distribution the superimposition
of the scattering produced by the different grain sizes gives rise to a halo around
X-ray sources. As we will see, the size of this halo depends upon the size distribution
of the largest grains that are the most efficient scatterers. It also depends upon the
composition and density of the grains. The observation of X-ray halos can thus
supply information on these parameters and, in particular, constrain the large grain
sizes in grain models. Even if this method has not yet given many results, it has
an important future and it seems worthwhile to give some elements of the analysis,
following Smith & Dwek [478]. More details can be found in their paper.

6 Remember that scattering is actually a diffraction phenomenon, and that diffraction occurs
in directions closer to the incident radiation for larger diffracting targets.
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The mean scattering angle is less than 10′ for a grain with radius 0.1 µm, or than
5′ for a 0.25 µm grain, for 2-keV X-rays. The refractive index for X-rays is very
different from the optical index. The real part m is only slightly less than unity7.
X-ray photons thus penetrate the entire grain, surface reflection being negligible.
Their energy being considerably larger than that of the electronic bands of the solid
which forms the grain, all electrons can be considered as active in the process, so
that refraction and scattering depend upon the total electron density ne in the grain
(conversely, only weakly bound electrons take part in optical processes). Since m is
close to 1, the phase shifts between the incident radiation and the emitted radiation
are small and can often be neglected (the Rayleigh–Gans approximation). These
phase shifts must however be taken into account for big grains at energies smaller
than about 1 keV, and the Mie theory must then be used. The absorption of X-ray
photons by the grain material is generally small above 1 keV but it is important at
lower energies (cf. Fig. 2.5).

As an example, we show in Fig. 7.7 the intensity of the scattering halo around an
X-ray point source, as a function of the angle with the direction of the source. This
is calculated using an MRN size distribution of grains (7.8). For comparison with
observations, see Fig. 7 of Smith & Dwek [478]. Another example is described by
Draine & Tan [142].

7.2 Interstellar Dust Emission

7.2.1 Grains in Thermal Equilibrium

Interstellar grains are in general heated by the absorption of UV and visible radiation,
and cool by the thermal emission of infrared photons. Other heating and cooling
mechanisms can be efficient in particular cases: these are molecule–grain collisions
deep inside molecular clouds, which cool the grains because they are generally
warmer than the gas, and electron–grain collisions in the hot gas of supernova
remnants. We examine each of these mechanisms in Sect. 8.1.

A spherical grain with radius a subjected to a radiation field of density uν absorbs
a total energy

Eabs =
∫ ∞

0
4πa2 Qa(ν)π

cuν

4π
dν, (7.11)

4πa2 being the area of the grain. Indeed, per unit area a grain absorbs an en-
ergy Qa(ν)πIν, Iν = cuν/4π being the flux per steradian. The factor π =∫ π/2

0 2π cos θ sin θ dθ (θ being the angle with the normal to the surface) comes
from integration over the half-space. Since Qa(ν) increases in the UV, the energy is
mostly absorbed in the UV and the visible in the general interstellar radiation field

7 An approximate expression for the real part of the refraction index for X-rays is m =
1−nereλ

2/2π, ne being the density of all electrons in the material and re = 2.82×10−13 cm
being the classical radius of the electron.
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Fig. 7.7. Intensity of the X-ray scattering halo as a function of the angular distance to a point
source. It is calculated for a mixture of silicate and graphite grains with a composition similar
to that of Draine & Lee [134] and the MRN size distribution of Mathis et al. [351] (cf. (7.8)).
The intensity relative to that of the source FX is given per square arc minute and normalized to
the column density NH of hydrogen atoms. The grains are assumed to be distributed uniformly
between the source and the observer. The results are given (a) for 2 keV photons and (b) for
0.5 keV photons. The three curves in each figure correspond respectively to the simplified
Rayleigh–Gans theory where all electrons in a grain are assumed to emit in phase, to the full
theory without absorption [Mie (Drude)], and to the same theory including absorption [Mie
(Absorbed)]. The differences are large at small energies. Reproduced from Smith & Dwek
[478], with the permission of the AAS.
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or near a sufficiently hot star. On the other hand, the same grain at a temperature T
emits a total energy

Eem =
∫ ∞

0
4πa2 Qa(ν)πBν(T) dν, (7.12)

where Bν(T) is the Planck function. 4πa2 is the emitting surface, Qa is the emission
efficiency and πBν(T) is the power emitted in the half space per unit frequency by
a blackbody at temperature T . Now, the grain temperature being low as we will see
later, the emission is in the mid- or far-infrared. If the grain is in thermal equilibrium,
we have

W(T) =
∫ ∞

0
Qa(ν)

cuν

4π
dν =

∫ ∞

0
Qa(ν)Bν(T) dν, (7.13)

from which we can obtain the temperature T of the grain.
We can calculate analytically this temperature with a simple grain model, if the

absorption efficiency in the mid-infrared is approximately represented by

Qa(ν) = Q0

(
ν

ν0

)β a

a0
, (7.14)

with β � 2.8 According to Draine & Lee [134], λQa/a � 1 at 100 µm, allowing us
to determine Q0 once the reference frequency ν0 is chosen. The factor a in (7.14)
comes from the assumption that the grain is supposed to be much smaller than the
wavelength (cf. (7.7)). Putting y = hν/kT and expanding the Planck function, we
obtain the expression for the right-hand part of (7.13):

W(T) = 2h

c2

(
kT

h

)4+β Q0

ν
β

0

a

a0

∫ ∞

0

y3+β

ey − 1
dy, (7.15)

or numerically, taking β = 2,

W(T) = 4.6 × 10−11
(

a

0.1 µm

)
T 6 erg cm−2 s−1. (7.16)

The left-hand term of the equation for thermal equilibrium (7.13) can also be
evaluated in a simplified way assuming that the emitting dust is highly absorbing
in the UV and the visible, so that Qa � 1. This is not a bad approximation for the
big grains that dominate the far-infrared emission, and which have sizes of the same
order as UV wavelengths. We then find a temperature of the order of 20 K for grains
with radii a = 0.1 µm in the interstellar radiation field of the solar neighbourhood.

8 The value of the exponent depends upon the nature of the grain and is not well determined by
laboratory measurements, which are difficult to perform. An observational determination
can be made using the spectral energy distribution of the emitted radiation: see for example
Lagache et al. [295], (7.18) and Fig. 7.8.
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This temperature varies as (a/a0)
−1/6. A more exact calculation gives 18.8 K for

graphite and 15.4 K for silicate (Draine & Lee [134], Table 3). The temperature
obviously depends upon the ratio Qa(UV, visible)/Qa(far-infrared).

In order to obtain the spectrum emitted by an ensemble of grains we must, of
course, integrate over their size distribution. A rough but often sufficient approxi-
mation is given by Désert et al. [120].

Fig. 7.8. Dust emission spectra in different parts of the molecular cloud associated with the
star ρ Oph. The spectra are fitted by the emission of dust at a single temperature T , whose
submillimetre emissivity varies as ν−n . The values of T and n which result from these fits are
indicated. From Ristorcelli et al. [436], with the permission of EDP Sciences.

We have seen that the spectrum emitted by grains depends upon both the radiation
field and the grain properties. As an example, Fig. 7.8 shows submillimetre spectra of
cold dust observed in different directions in the molecular cloud of ρ Ophiuchi, and
Fig. 7.9 the infrared spectrum of warm dust in the direction of the Orion H ii region.
Lagache et al. [295] derived, from observations with the COBE satellite, the intensity
emitted at submillimetre wavelengths by dust heated by the local interstellar radiation
field near the Sun, which can be well-represented by

Iν = τBν(17.5 K), (7.17)

where Bν(T) is the Planck function, τ being given by

τ/NH = (8.7 ± 0.9)10−26(λ/250 µm)−2 (H atom)−1. (7.18)

7.2.2 Small Grains out of Thermal Equilibrium

For a very small dust grain, which has an accordingly small heat capacity, the energy
input from the absorption of a single UV or visible photon can lead to a strong,
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Fig. 7.9. The mid-infrared spectrum of the Orion nebula (in log scale). We see many fine-
structure lines identified on the figure: the Pfund α hydrogen recombination line, rotation
lines of H2 emitted by the photodissociation region located on the back of the H ii region,
and the classical aromatic bands coming from this region. In the wavelength range displayed
in this figure, the continuum is dominated by the emission of dust inside the H ii region and
in the photodissociation region. The full curve is a fit of this continuum, which is the sum of
the following contributions: emission by amorphous silicates at 80 K (thin dash-dotted line)
and at 130 K (thick dash-dotted line), emission by amorphous carbon at 85 K (thin dashed
line) and at 155 K (thick dashed line). These temperatures are not chosen arbitrarily, but are
extreme temperatures estimated for grains of different sizes in the known radiation field at this
location of the H ii region. The dotted curve is the emission of very small grains of amorphous
carbon at 300 K. The continuum excesses observed at several wavelengths with respect to the
model might correspond to emission bands of crystalline silicates. From Cesarsky et al. [86],
with the permission of ESO.

instantaneous increase in temperature followed by rapid cooling. The grain then
spends some time at low temperature until another photon is absorbed. There is no
thermal equilibrium since the grain experiences large temperature fluctuations. If
C(T) is the heat capacity of the grain at temperature T , the condition for strong
temperature fluctuations can be written as

hνm ≥
∫ Teq

0
C(T) dT, (7.19)

where νm is the mean energy of the absorbed photons and Teq the equilibrium tem-
perature that the grain would have if no quantum effect was present. This temperature
is given by (7.13).

Absorption of a photon with frequency ν heats the grain to a temperature T such
that

hν =
∫ T

T0

C(T) dT, (7.20)
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where T0 is the initial grain temperature. The determination of the heat capacity
for very small grains (or large molecules) is a rather difficult problem, treated in
a complete way by Draine & Li [141]. We will later give an approximate solution. As
a first approximation, we may assume that the thermal energy of a grain composed
of N atoms is about 3N kT , hence C(T) � 3N k. A photon with frequency ν thus
very rapidly brings the grain temperature to T � hν/3N k, neglecting the initial
thermal energy of the grain. For example, a grain made of 50 atoms absorbing a
1 000 Å photon is heated to some 1 000 K! It then emits in the near infrared with
peak emission near 3 µm and rapidly cools according to

dT

dt
= 1

C(T)

∫
4πa2 Qa(ν)πBν(T) dν, (7.21)

from (7.12). The grain obviously emits photons of increasingly longer wavelengths
during cooling. From the Stefan-Boltzmann law, which says that the total power
emitted by a blackbody is proportional to T 4, most of the energy is emitted at high
temperatures, hence at wavelengths not much longer than 3 µm. Cooling occurs
in a few seconds, while the interval between two successive photon absorptions is
several months for a 50-atom grain in the local interstellar field. A very important
consequence is that the shape of the emitted spectrum does not depend upon the
intensity of the incident radiation, as long as the interval between successive photon
absorptions is longer than the cooling time. The maximum temperature, and hence
the shape of the spectrum, do however depend upon the particle size and the energy
of the absorbed photon. Figure 7.10 illustrates schematically the time variation of
temperature for grains of different sizes.

This mechanism was initially proposed by Andriesse [10] then later discussed by
Sellgren [464] in order to account for the infrared emission from reflection nebulae.
It has been modelled in detail by Draine & Anderson [135] and by Guhathakurta &
Draine [213] for very small graphite and silicate grains, and by Léger & Puget [312]
and Draine & Li [141], who treated the case of the polycyclic aromatic hydrogenated
carbons which will be discussed later. Figure 7.11 illustrates the results of Draine
& Anderson for graphite, as a temperature probability distribution for various grain
sizes. Figure 7.12 shows the spectrum emitted by the silicate/graphite mixture of
Draine & Lee [134], with a minimum radius of 3 Å.

A better approximation for the heat capacity of small grains of polycyclic aro-
matic hydrocarbons (or more generally of hydrogenated carbonaceous grains) can
be obtained as follows. Their thermal energy content E(T) at temperature T is given
by the following formula:

E(T) = (3N − 6)kTη(T), (7.22)

where N is the number of atoms in the grain and η(T) is the ratio between the
specific heat at temperature T and that at T = ∞. η(T) is given with a reasonable
accuracy for an isotropic crystal by the harmonic approximation of Einstein:

η(T) = CV (T)

CV (∞)
= hω

kT

(
1

2
+ 1

ehω/kT − 1

)
, (7.23)
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Fig. 7.10. Scheme for the time evolution of the temperature, hence of the emitted intensity
for grains of different sizes, submitted to the interstellar radiation field. The big grains
(broad horizontal line, 3), are in thermal equilibrium and their temperature, hence the emitted
intensity, does not vary. The smallest grains experience an immediate, very strong increase
in temperature after absorption of a photon, and rapidly cool down to a low temperature (1).
The temperature of intermediate-size grains increases slightly after each photon absorption,
causing temperature fluctuations less pronounced than in the preceding case (thin line, 2).
The scales are arbitrary and different for each case.

Fig. 7.11. Temperature distributions dP/d ln T for graphite grains of various radii a exposed
to the interstellar radiation field near the Sun. P(T) is the probability that a grain will have
a temperature larger than T . Note that the big grains are approximately in equilibrium at
a temperature of about 20 K. Reproduced from Draine & Anderson [135], with the permission
of the AAS.



166 7 Interstellar Dust

Fig. 7.12. The calculated emission spectrum for a mixture of silicate and graphite grains with
different size distributions, heated by the mean interstellar radiation field near the Sun. The
curves are labelled according to the minimum grain size amin , the maximum size being fixed
to amax = 0.25 µm. The results are for an MRN size distribution with a slope of 2.2, and also
for a size distribution with a slope of 2.1 where small grains are favored. This figure is only
shown for pedagogical reasons because the size spectrum is unknown for very small silicate
grains, and the total calculated spectrum does not well match the observations (cf. Sect. 7.2).
Reproduced from Draine & Anderson [135], with the permission of the AAS.

ω being the angular vibrational frequency of the atoms in the crystal, which is
assumed to be the same for all atoms in this approximation. For anisotropic crystals,
see the textbooks of statistical physics, e.g. Reif [428]. η(T) for graphite is plotted in
Fig. 7.13 from d’Hendecourt et al. [123], as well as the same function for two light
aromatic molecules from the ab-initio calculations of Cook & Saykally [104]. From
an interpolation between these we can derive the number of atoms in a carbonaceous
hydrogenated grain, such that it is brought to temperature T after the absorption
of a photon of wavelength λ. This number is given in Table 7.2, which also gives
the wavelength of the maximum of emission of a blackbody at temperature T . This
wavelength is chosen to be consistent with the main mid-IR emission bands that will
be discussed in the next section.

Let us also mention that rotating very small grains, when non-spherical and
electrically charged, emit a dipole radiation at millimetre radio wavelength (Draine
& Lazarian [139]). This mechanism is one of the possibilities that have been invoked
to explain an excess radiation observed near 600 GHz by the COBE satellite.
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Fig. 7.13. Curves showing the specific heat capacity of big molecules and very small carbona-
ceous grains. See the text for the definition of η. The upper curve corresponds to the harmonic
approximation for graphite, and the two lower curves to the results of ab initio calculations
for two polycyclic aromatic hydrocarbons (PAHs), coronene and pyrene.

Table 7.2. Number of atoms in a small carbonaceous grain heated to a temperature T by
the absorption of a photon of wavelength λ (columns 3, 4 and 5). The table also gives, in
column 2, the wavelength of the peak of emission λem for a blackbody at a temperature T .

T λem λabs λabs λabs

K µm 1 250 Å 2 500 Å 5 000 Å

402 12.7 231 137 80
455 11.3 189 122 70
662 7.7 129 78 41
822 6.2 99 58 29
1545 3.3 44 24 12

7.2.3 The Aromatic Emission Bands in the Mid-Infrared

The infrared-submillimetre emission spectrum of the diffuse interstellar medium is
now well known (Fig. 7.14). No silicate band emission at 9.7 and 18 µm is visible,
showing that very small silicate grains are absent or not abundant. But there are very
intense emission bands at 3.3, 6.2, 7.7, 8.6, 11.3 and 12.7 µm, as well as weaker
bands at other wavelengths. They are designated in the astronomical literature as
UIBs (for Unidentified Infrared Bands) or IEFs (for Infrared Emission Features),
which tells nothing about their origin, or as AIBs (for Aromatic Infrared Bands), our
preferred designation because it is more precise, or, finally, as PAH bands (this term
will been defined later, and may be too precise as we will see).
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Fig. 7.14. The emission spectrum of interstellar dust from near-infrared to millimetre wave-
lengths, normalized to a column density of 1020 H atoms per cm2. The dotted curve is the
emission of a 17.5 K blackbody multiplied by an emissivity proportional to ν2. Compare this
figure to Fig. 2.4 which uses older data. From Boulanger et al. [63], with the permission of
Springer Verlag and EDP Sciences. References to the relevant observations will be found in
this article.

These aromatic bands contribute an important fraction of the interstellar dust
emission, and are practically always found where UV or even visible photons can
excite them, except if the UV radiation field is very intense, in which case the
carriers are destroyed. The regions which show dominant aromatic band emission
are the photodissociation regions at the interfaces between H ii regions and neutral
clouds. This can be explained by the fact that these regions contain large amounts of
matter and are subjected to a strong flux of UV and visible photons (Plates 21 and
22). Photodissociation regions will be discussed in Chap. 10. Aromatic bands are
also observed in the H i medium and in many external galaxies. The constancy of
their spectrum under very different conditions is remarkable (Fig. 7.15). However
the mid-infrared spectrum of the neutral interstellar medium can sometimes be very
different, an extreme case being that of the Andromeda galaxy M 31 that will be
briefly discussed in Sect. 15.4.

Properties of the Aromatic Bands

Despite many observations with the European ISO and the Japanese IRTS satellites,
the exact nature of the emitters of the aromatic bands is still debated at the time of
writing. Before discussing it, let us give a short summary of the present knowledge
on these emitters.

1. The band carriers are certainly very small grains or big molecules containing hy-
drogenated aromatic rings. The different bands can be assigned to characteristic
vibration modes of aromatic materials, i.e. Allamandola et al. [6]:
– the 3.3 µm band to the stretching vibration mode of C–H attached to an

aromatic ring (for the same group attached to an aliphatic skeleton, the band
is near 3.4 µm);
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Fig. 7.15. The mid-infrared, low-resolution spectra of a variety of interstellar regions illu-
minated by radiation fields increasing in intensity from the bottom to the top of the figure.
We see that the aromatic band spectra differ little in shape from region to region. The two
spectra to the top, which correspond to particularly intense UV radiation environments, also
show fine-structure lines at 7, 9, 10.5, 12.8 et 15.5 µm due respectively to Ar ii, Ar iii, S iv,
Ne iiand Ne iii. The spectral resolution of these spectra obtained with the ISO satellite is only
λ/∆λ � 40, so that these lines appear as broad as the aromatic bands. For these two spectra
the interstellar radiation field is more than 104 times the field in the solar neighbourhood and
a continuum emission from very small grains is seen in addition to the aromatic bands. From
Boulanger et al. [63], with the permission of Springer Verlag and EDP Sciences.

– the 6.2 and 7.7 µm to the C–C stretch in an aromatic solid or molecule;
– the 8.6 µm band to the bending of a C–H group attached to an aromatic ring

and moving in the plane of this ring;
– the 11.3 and 12.7 µm and other bands in this rather complex spectral region

to bending of C–H groups attached to an aromatic ring and moving perpen-
dicularly to its plane. The exact wavelength depends upon the presence and
number of the adjacent C–H groups.
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2. The band shapes can be well-fitted by Lorentz functions or by combinations of
Lorentz functions9

φ(ν) = ∆ν/2π

(ν − ν0)2 + (∆ν/2)2
, (7.24)

where ∆ν = (πτ)−1, τ being the lifetime of the excited state and ν0 the central
frequency of the line (Boulanger et al. [62]). This suggests that the energy of
the absorbed photon is very rapidly redistributed between the different vibration
modes of the emitters with a characteristic time of the order of 10−13 s.

3. The emitters are heated by individual UV and visible photons (Uchida et al.
[522]; Cesarsky et al. [85]; Pagani et al. [393]): see Plate 23 for the case of the
Andromeda galaxy M 31. The contribution of visible photons is important in the
atomic medium near the Sun (cf. Fig. 7.16). In this case, the emission of a band
at a wavelength as short as 6.2 µm (the 3.3 µm band has not yet been clearly
observed in the diffuse medium) implies that some of the emitting species do
not contain more than about 30 atoms (cf. Table 7.2), which for compact grains
corresponds to a radius of about a nanometre: these grains can thus be considered
as big molecules.

4. The carbon abundance in these emitters is an important fraction of the total
carbon abundance. It can be estimated, if we know the exciting radiation, the
radiation field, the absorption cross-section of the emitters per carbon atom as
a function of wavelength, the intensity of the bands and the column density of the
interstellar medium. For example, for the high-latitude interstellar medium (the
infrared “cirruses”) a total emission of 1.6 × 10−24 erg s−1 per H atom between
2 and 15 µm is calculated. Assuming a specific absorption of the emitters of
2.3 × 10−20 erg s−1 per carbon atom for the interstellar radiation field near the
Sun, from Joblin et al. [265], the carbon abundance in the emitters is found
to be C/H = 7 × 10−5, or about 20% of the total carbon abundance. In the
reflection nebula Ced 201, Cesarsky et al. [87] find an abundance of the order
of 15% of the total carbon abundance. These abundances are uncertain given
the poor knowledge of the various parameters, but they are probably of the right
order of magnitude.

5. Those particles which are responsible for the emission of infrared bands can be
excited by absorption of visible photons; they produce a non-negligible part of
the extinction in the V band (5 500 Å), of the order of 13% (an indicative figure
only).

The Nature of the Aromatic Band Emitters

The aromatic bands were first attributed by Léger & Puget [312] and by Allamandola
et al. [5] to very small grains or big molecules of polycyclic aromatic hydrocarbons,

9 It is also possible to use Drude function fits (7.4) which are appropriate for describing
bands of solids but are in any case not very different.
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or PAH, heated by the absorption of single UV photons. There is some interesting
evidence in favor of this identification, and also some contradictory aspects, some
of which will be discussed here: the PAH hypothesis is still partly an hypothesis.
This is mainly due to difficulties with producing and studying PAHs big enough to
simulate interstellar particles in the laboratory.

In order to match the observed AIB emission spectra with PAHs, it is necessary to
use a mixture of neutral and positively ionized PAHs (PAH+). Neutral PAHs mainly
emit the 3.3 µm band and the bands at 11.3–12.7 µm10, while PAH+ generally emit
the 6.2–8.6 µm bands (Pauzat et al. [399]). Of course, the emitted spectrum depends
much upon the maximum temperature experienced by the particle, because it is
the product of the absorption cross-section and the spectrum of a blackbody at the
given temperature. The shorter-wavelength bands are preferentially emitted at high

Fig. 7.16. Intensity per hydrogen atom for the 6.2 and 7.7 µm aromatic bands observed with
ISO in the disk of the Andromeda galaxy M 31, as a function of the ultraviolet radiation field
at 2 000 Å. See Pagani et al. [393], from which this figure originates, for the exact designation
of the ordinate scale. Here it is sufficient to know that it is proportional to the band intensity
and would be similar, to within 30%, for galactic cirrus. The studied regions are immersed
in a visible radiation field approximately equal to that near the Sun. This visible radiation
dominates the excitation for small UV intensities, until the observed UV brightness (abscissae)
reaches about IUV = 2 × 10−18 units. The UV intensity near the Sun would correspond to
half this value. We conclude that the excitation of the emitters of the aromatic bands near the
Sun is dominated by visible radiation. From Pagani et al. [393], with the permission of ESO.

10 The spectra of PAH− which are sometimes invoked is rather similar to that of the neutral
species.
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Fig. 7.17. Absorption cross-section per carbon atom for a mixture of neutral PAHs (points,
left ordinate scale) compared to the interstellar extinction curve (full line, right ordinate
scale). The mean number of carbon atoms in these PAHs is Nc and T is the temperature
at which the mixture has been evaporated from the solid phase. Absorption is negligible
for λ−1 < 2 µm−1 (λ > 5 000 Å). These particles, but also other aromatic particles, might
account for the extinction in the ultraviolet, which is rather well matched if we do not consider
some bands between 2 and 4 µm−1 that do not exist in the interstellar medium. Reproduced
from Joblin et al. [265], with the permission of the AAS.

temperatures and those at longer wavelength at lower temperatures (see examples in
Cook & Saykally [104]).

The profile of the 3.3 µm band is well reproduced by very small PAHs (less
than about 30 atoms), for which there are laboratory measurements that can directly
be compared to the observations. These PAHs exhibit a broad variety of absorption
spectra from 6 to 15 µm. The spectra of the bigger neutral and ionized PAHs, that
are expected to dominate the interstellar emission, are not known so that we do not
really know if it is possible to reproduce the interstellar spectra by a collection of
PAHs et PAH+s as Allamandola et al. [7] or Li & Draine [323] have attempted to
do.

On the other hand, the predicted variability of the mid-IR spectrum of PAHs,
which is related to their degree of ionization and hydrogenation, is not observed in
the interstellar medium. This suggests that larger species, whose spectral properties
are less sensitive to the physical conditions, are the carriers of the AIBs. By larger
species, we mean aggregates of hydrogenated, partly aromatic, carbon. Diamond
nanoparticles, whose surface appears to be covered with aromatic structures, are
possible candidates amongst many other species (Jones & d’Hendecourt [271]).

7.2.4 The Very Small Grains

In order to account for the observed emission at wavelengths intermediate between
those of the aromatic bands and those where the big grains emit in a moderate
radiation field like that near the Sun, we are lead to postulate the existence of very
small grains able to emit a continuum. Given the wavelength range in which they
emit, these grains must be heated to several tens of degrees and cannot be in thermal
equilibrium with the local radiation field. They are in an intermediate regime between
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thermal equilibrium, where grain cooling is negligible between the absorption of two
consecutive photons, and the fully stochastic regime of the carriers of the infrared
bands, where the grain has time to cool completely before the arrival of the next
photon. They must therefore consist of several hundred atoms. Their thermal energy
is approximately given by (7.22). In this intermediate situation the shape of the
emitted spectrum is not independent of the intensity of the radiation field, contrary
to the case with smaller particles. We know very little of the nature of these grains,
except that the emission is presumably dominated by carbonaceous grains rather
than by silicates: we have seen that the silicate bands are visible in emission only in
very strong radiation fields, more 104 times stronger than the radiation field near the
Sun (cf. Fig. 7.9): in this case the emission can be well accounted for by the usual
big grains. However, small silicate grains may well exist but their infrared emission
is difficult to distinguish from that of the other grains (Li & Draine [323]). It is
empirically found that the maximum temperature reached by the very small grains
becomes large enough for them to produce appreciable emission near 15 µm when
the radiation field is greater than about 1 000 times that near the Sun (Contursi et al.
[103], cf. Fig. 7.15).

7.2.5 The Big Grains

Grains bigger than those previously discussed are responsible for most of the extinc-
tion in the visible and in the infrared, and for most of the emission at wavelengths
longer than about 60 µm. They also contain most of the solid matter in the interstellar
medium. The exchange processes between these grains and the smaller ones play
an important role in the energy balance of the interstellar medium. They will be
examined in Chap. 15. The main problems raised by the big grains are their nature
and their emissivity at submillimetre and millimetre wavelengths (cf. (7.14), (7.17)
and (7.18)). These points are still somewhat controversial.

7.3 Global Dust Models

Astronomers have long ago attempted to build global interstellar dust models that
would account for all the observed properties while still being compatible with what
is known of the depletions of some elements from the gas phase of the interstellar
medium (Table 4.2). The main difficulty is to know the origin of the different parts
of the extinction curve. Extinction in the visible is not very variable from region to
region and is due, as we have seen, to relatively big grains, the MRN size distribution
(7.8) giving satisfactory results. We should, however, take into account the non-
negligible but poorly known contribution of the carriers of the aromatic bands to
the absorption (they do not contribute to scattering because of their extremely small
size). Difficulties arise in the ultraviolet where important variations in the extinction
curve are observed from region to region. There is a lack of correlation between the
absorption band at 2 175 Å, extinction at longer wavelengths which looks like an
extrapolation of the optical extinction and varies as 1/λ, and extinction at shorter
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wavelengths which is particularly variable (Fig. 7.3). Désert et al. [120] and Li
& Greenberg [322] assumed that the contribution of the very small carbonaceous
grains is the absorption in the 2 175 Å band, and that PAHs dominate the far-UV
excess of the extinction curve and give a part of the visible and UV extinction. In
the model of Dwek et al. [149], the very small grains are made of graphite with
a size distribution that is an extension of that of the big grains; they are responsible
for a part of UV extinction and for the 2 175 Å band. The PAHs extend the size
distribution to molecules with 20 carbon atoms. Weingartner & Draine [544] assume
that the 2 175 Å band comes entirely from PAHs. All these hypotheses are rather
arbitrary, and in fact the 2 175 Å band is rather anticorrelated to the emission at
12 µm which might be attributed to PAHs (Boulanger et al. [60]). Note however
that all models, including that of Weingartner & Draine, are able to reproduce in
a satisfactory way the observed variations of the extinction law, including the very
different laws observed in the Magellanic Clouds, by appropriate modifications of
the size distribution and of the abundances of the grains.

Another application of global grain models, that can possibly yield indirect
information on the absorbing and emitting properties of the grains, consists of
building a simplified model of the disk of a galaxy . We assume a vertical distribution
of the hot stars, responsible for most of the dust heating, and also for the dust itself for
which the scale height, assumed to be similar to that of the neutral gas, is somewhat
larger (cf. Sect. 1.3). Multiple scattering of the stellar light by dust is taken into
account (Witt & Gordon [552]). The model calculates the far-infrared emission of
the disk, which is compared to observations. For an example see Xu & Helou [560].
For the propagation of radiation in an inhomogeneous dusty medium, see Boissé
[51] where an analytic approximation to the solution can be found.

7.4 Infrared Absorptions and Ice Mantles

Where there is a large column density of dust in front of a sufficiently intense infrared
source the dust is seen in absorption and bands characteristic of different solids are
observed. Dust absorption studies are rapidly expanding thanks to observations with
the ISO satellite and its successors. For example, the absorption bands of hydrocar-
bons have been observed in molecular clouds and even in the diffuse medium. The
aromatic band at 6.2 µm has been seen in absorption towards a few sources (Schutte
et al. [460]). It is probably produced by the same particles that emit the aromatic
infrared bands. Another band with a complex structure centered at 3.4 µm has been
observed along different directions, also originating in the diffuse medium (see e.g.
Pendleton [402]). It can be identified with the C–H stretch vibration in –CH2– et
–CH3 groups of aliphatic hydrocarbons (the C–H stretch of H atoms attached to
aromatic cycles gives a band at 3.3 µm which is not seen in absorption). The 3.4 µm
band provides evidence for the presence in the interstellar medium of carbonaceous
compounds different from the aromatic particles seen in emission. For reasons not
yet understood the 3.4 µm band is not observed in molecular clouds.
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Fig. 7.18. Mid-infrared spectrum in the direction of the young massive stellar object NGC 7538
IRS9 embedded in a molecular cloud. This spectrum was obtained with ISO. The major
absorption bands are identified. The band at 6.2 µm marked (?) is probably due in part to
methyl alcohol. From Whittet et al. [547], with the permission of ESO.

The silicate absorption bands at 9.7 and 18 µm and some other absorption bands
were discovered long ago, but most of the current knowledge on solid bands comes
from observations with the ISO satellite, and in particular its SWS spectrograph.
Figure 7.18 shows as an example the spectrum obtained towards a young star deeply
embedded in a molecular cloud. The silicate bands are obvious, but there are also
vibration bands of solid H2O, CO, CO2 and of other materials. These ices are formed
by condensation of interstellar molecules onto sufficiently cold grains, and modified
by chemical reactions. These phenomena will be studied Sect. 9.2.

It is interesting to note that the deposition of an ice mantle onto grains increases
their size and changes the visible extinction curve in molecular clouds. This phe-
nomenon can be ignored in the diffuse medium where grains are too warm to allow
efficient ice condensation, but it might be of importance in molecular clouds. How-
ever, grain coagulation is more efficient than ice deposition in increasing the size of
grains (see later Chap. 15). In any case the ratio R = AV /E(B − V), which usually
has a value close to 3.1 in the diffuse medium, can reach 5 or 6 in some molecular
clouds. This implies, on the average, bigger grains which give an extinction that is
less dependent upon wavelength than for smaller grains.

We can derive the column density N of molecules in the solid from the intensity
of an absorption band, if the integrated band absorbance A, expressed in cm per
molecule, is known:

N

mol. cm−2 =
(

A

cm mol.−1

)−1 ∫
τ(ν) dν �

(
A

cm mol.−1

)−1

τmax

(
∆ν

cm−1

)
,

(7.25)

where τmax is the optical depth at the band centre and ∆ν its width in cm−1.
Table 7.3 gives the absorbances for the main bands of pure solids. For ice mixtures
these absorbances can change by up to a factor 2.
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Table 7.3. The main vibration bands of absorbing ices and absorbances in these bands. From
Boulanger et al. [63]

Molecule Mode Frequency λ Absorbance
cm−1 µm cm mol−1

H2O O–H stretch 3 280 3.05 2.0×10−16

H–O–H bend 1 660 6.0 1.2×10−17

Libration 760 13.1 3.1×10−17

CO C≡O stretch 2 139 4.67 1.1×10−17

13CO C≡O stretch 2 092 4.78 1.3×10−17

CO2 C=O stretch 2 343 4.27 7.6×10−17

O=C=O bend 660, 665 15.2 1.1×10−17

13CO2 C=O stretch 2 283 4.38 7.8×10−17

CH4 C–H stretch 3 012 3.32 6.0×10−18

C–H deformation 1 304 7.69 6.4×10−18

X–CN (OCN−) C≡N stretch 2 167 4.61 2.7×10−17

NH3 N–H stretch 3 208, 3 375 2.96 2.2×10−17

N–H bend 1 674 5.97 4.7×10−18

Umbrella 1 070 9.35 1.7×10−17

H2CO C=O stretch 1 720 5.81 9.6×10−18

CH3OH O–H stretch 3 251 3.07 1.3×10−16

OCS C=O stretch 2 040 4.90 1.5×10−16

Table 7.4 gives the abundances of several ices towards three embedded young
stellar objects and a star located behind a molecular cloud. The latter abundances are
more characteristic of molecular clouds because the radiation from the embedded
stars heats the dust and modifies the ices.

Table 7.4. The abundances of ices relative to the H2O ice in the direction of three embedded
young stellar objects (RAFGL 7009S, NGC 7538:IRS 9, IRAS 19110+1045) and of the star
Elias 16 located behind a molecular cloud. For Elias 16 abundances are also given as number
of molecules per H atom (isolated or in H2). From Boulanger et al. [63] and Schutte [461].

Molecule % relative to H2O Abund. rel. to H
RAFGL 7009S NGC 7538 IRAS 19110 Elias 16 Elias 16

H2O 100 100 100 100 1.25×10−4

CO 15 15 <1.5 33.5 4.1×10−5

CO2 21 12 5 14 2.1×10−5

13CO2 0.33 – – – –
CH4 3.6 1.6 – – –
OCN− 3.7 0.5 – – –
H2CO 3.0 <3 – – –
CH3OH 30 7 – <5 <4.3×10−6
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There are also absorption bands in the far infrared. The most remarkable is a band
centered at 44 µm due to amorphous H2O ice. In the case of absorption in front of
the protostellar object IRAS 19110+104, a narrow absorption at 43 µm, due to
crystalline ice, is superimposed. This is an interesting example of the transformation
of ice due to the radiation of the protostar. We will come back to such transformations
in Chap. 15.

7.5 The Infrared Fluorescence

An emission band centered near 6 500 Å with a width of about 1 500 Å is observed
in many interstellar objects, in particular in photodissociation regions, reflection
nebulae and carbon–rich planetary nebulae. It is also seen in the diffuse interstellar
medium (Gordon et al. [207]). It has been attributed for a long time to carbonaceous
species illuminated by ultraviolet radiation. There are several difficulties with this
idea, in particular the low efficiency for fluorescence of these species. The large
band intensity implies that the emitter has a very high fluorescence efficiency, close
to unity. Nanoparticles of amorphous silicon meet this criterion and are excellent
candidates (Ledoux et al. [308], Witt et al. [553]). The agreement between observa-
tions and laboratory data is remarkable and the amount of Si required is only a small
fraction of its total abundance. These nanocrystals are not necessarily isolated, but
can be included in a matrix, for example as part of a SiC grain.
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With this chapter we begin the study of the physical processes in the interstellar
medium. We will treat thermal exchange and thermal stability, describing in turn
the different heating and cooling processes for the gas. We will also examine the
static equilibrium between the different components of the interstellar medium. We
will see, however, that the equilibrium condition is rarely met. It is, nevertheless, of
interest to analyse it because it is to a zero-order approximation of reality.

By heating and cooling we mean the transfer of kinetic energy to or from
atoms, molecules and ions of the interstellar gas. The principal heating processes
begin with the removal of an electron from an interstellar species, gas or grain, by
an energetic particle or photon. The suprathermal electron produced in this way
heats the interstellar gas by thermalization through elastic collisions. The radiative
excitation of atoms, molecules or ions does not correspond to a transfer of kinetic
energy and does not directly produce any heating, although collisional de-excitation
of the excited levels can transfer energy to the gas and heat it if the medium is dense.

The cooling processes mainly arise from inelastic collisions between the light
particles of the gas, the colliders (electrons, H, H+, etc.) and heavy targets (atoms,
molecules, ions or grains). If these targets possess energy levels low enough to be
excited by the collider, this collider loses kinetic energy and the gas cools through
thermalization with the collider. The excitation energy of the target is then dissipated
by the emission of radiation, in general in the infrared. This radiation escapes easily
because of the small opacity of the interstellar medium in the infrared, except of
course if it is produced deep inside molecular clouds.

The thermal aspects relating to dust grains were treated in Chap. 7, with the
exception of thermal exchanges with the gas that will be discussed here. In the
present chapter we will not discuss the heating and cooling by dynamical processes
such as shock waves and turbulence, that will be dealt with in chapters 11 to 13. The
hot interstellar medium described Sect. 5.3 can only be heated by such a process
(Chevalier & Oegerle [92]).

Table 1 of the paper of Wolfire et al. [555] contains an extensive list of heating
and cooling processes in the diffuse neutral interstellar medium. More processes
intervene in other components of the medium. In this chapter, we will examine all
of these processes, being careful to state to which component each process applies.
Following the most frequent usage we will designate by Γ (for gain) the energy gain
per unit volume and unit time, and by Λ (for loss), the energy loss per unit volume and
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unit time1. In thermal equilibrium obviously Γ = Λ, which allows us to determine
the temperature after these functions, which are generally temperature-dependent,
have been calculated.

8.1 Heating Processes

8.1.1 Generalities, Thermalization Time

Most heating mechanisms involve suprathermal particles, mainly electrons, which
are rapidly thermalized by elastic Coulomb interactions with thermal electrons.
The electron gas so heated equilibrates thermally with the ion gas. Then, if the
gas is not completely ionized, elastic collisions between ions and neutral particles
transfer energy more slowly to the neutral particles. It is interesting to give orders
of magnitude for the characteristic times of these transfers. The thermalization of
suprathermal particles has been dealt with in detail in Chap. 2 of the book by Spitzer
[490], from which we borrow what follows.

Let us consider first the interaction between charged particles, which occurs via
long-range electrostatic forces. Assume that a suprathermal electron enters a partly
ionized gas with an initial velocity ve, much larger than the random thermal velocity
of the electrons of that gas (and a fortiori of heavier particles). A braking, or
thermalization time tt can be defined as

tt = − ve

〈∆ve‖〉 , (8.1)

where 〈∆ve‖〉 is the mean change per second of the longitudinal velocity ve of the
suprathermal electron due to its interaction with the gas. Its sign is negative because
velocity decreases.

Consider first the interaction with a heavy charged particle (ion). It only produces
a deflection of the trajectory of the electron, with little change in its kinetic energy
since the ion can be considered to be at rest, and is little affected by the collision
to a first approximation. The trajectory of the electron is a hyperbola, and it is easy
to see that the deflection is 90◦ when the impact parameter p, which is the closest
distance of approach of the electron to the ion if there was no electrostatic force, is

p0 = Zie2

mev2
e
, (8.2)

where Zie is the charge of the ion and me is the mass of the electron. In this case
〈∆ve‖〉 = −ve, hence an estimate of tt which is

tt � 1

niveπp2
0

= m2
ev

3
e

πni Z2
i e4

s, (8.3)

1 The notation for Γ and Λ is sometimes ambiguous in the literature. We here always define
them per unit volume, and not per atom or molecule.
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where ni is the ion density. This result is, however, only an approximation be-
cause distant collisions have been ignored, and their effect dominates over the close
collisions2. The full result (Spitzer [487]) is

tt(e, i) = m2
ev

3
e

πni Z2
i e4 ln(ΛDmeve/3kTe)

, (8.4)

where ΛD is the Debye screening factor that results from the screening of the
electrostatic field of an ion by the surrounding plasma. This factor is

ΛD = 3

2Zie3

(
k3T 3

e

πne

)1/2

, (8.5)

where ne and Te are, respectively, the electron density and temperature. For example,
for ne = 1 cm−3 and Te = 104 K, ln ΛD = 23 for hydrogen.

As we said before, the energy transfer form suprathermal electrons to the ions is
negligible. The situation is different for electrons whose velocity is much affected
by collisions with suprathermal electrons. If the velocity ve of these suprathermal
electrons is much higher than the random thermal velocity of the electrons in the
gas, we can use (8.4), replacing ni by ne, so that

tt(e, e) = m2
ev

3
e

4πnee4 ln(ΛDmeve/3kTe)
= 1.24 × 10−18v3

e

ne ln(ΛDmeve/3kTe)
s. (8.6)

Beware! ne and Te refer to the gas and ve to the suprathermal electrons. We can
in the same way evaluate the thermalization time tt(i, e) for suprathermal ions of
mass mi (or Ai in atomic units of 1.66 × 10−24 g) and of charge Zie moving in an
ionized gas. We find

tt(i, e) = 3mi(2π)1/2(kTe)
3/2

8πm1/2
e ne Z2

i e4 ln Λ
= 503Ai T

3/2
e

ne Z2
i ln Λ

s. (8.7)

The electrons in the gas, when heated by this process, rapidly thermalize. The
ions thermalize more slowly with the electrons. Spitzer [490] showed that the ther-
malization rate between the electron gas, with temperature Te, and the ion gas, with
temperature Ti , is

dTi

dt
= −2(Ti − Te)

tt(i, e)
. (8.8)

The characteristic time for energy equipartition (or temperature equipartition) of
ions and electrons is then of the order of tt(i, e)/2.

2 The Bremsstrahlung energy losses have also been neglected. This is justified at the relatively
low energies that we consider. The relative Bremsstrahlung energy loss during a single
collision is only of importance for very high electron energies. It is of the order of 30% at
very high energies, cf. Sect. 6.2.
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We now have to evaluate the equipartition time for the kinetic energy between
the neutral atoms and the electrons and ions. Here we are dealing with short-range
forces and the cross-sections for elastic collisions are smaller than those between
charged particles. As a first approximation they are close to the geometrical cross-
sections, but a correct evaluation requires quantum mechanical calculations. In this
case the transfer of momentum has to be considered. Collisions between electrons
and neutral particles are much less efficient than collisions between ions and neutrals
due to the small momentum of the electrons. We will thus only consider ion-neutral
collisions, but it would be easy to extend the results to any type of collisions in which
short-range forces intervene, in particular to neutral–neutral collisions.

Consider the relative velocity vr between an ion with velocity vi and a nearby
neutral particle with velocity vn . Let σ(vr) be the collision cross-section. It depends,
in general, upon the modulus vr of the relative velocity and upon the geometrical
circumstances of the collision, due to quantum effects. For example, the two particles
can be temporally quasi-bound and orbit around each other due to the attraction of
the ion by the electric dipole it induces in the neutral particle, if vr is small and if
the impact parameter has an appropriate value. Assuming first that vr is the same
for all neutral particles (this is the case if the ion has a relatively large energy), the
collision rate for the ion is vrσ(vr)nn , nn being the density of the neutrals. σ(vr) is
defined in such a way that the mean loss of momentum of the charged particle per
unit time is equal to the product of this collision rate and the available momentum,
which is mrvr , mr being the reduced mass of the two particles, i.e.,

mr = mimn

mi + mn
. (8.9)

With respect to the mass centre, the momentum of either particle is mrvr . The
mean change 〈�vi〉 of the ion velocity per unit time is then such that

mi〈�vi〉 = −nnvrσ(vr)mrvr. (8.10)

We now have to average this expression over the directions and velocities of
the neutrals, assuming a maxwellian distribution. Assuming that the velocity of the
charged particle is much higher than that of the neutrals we have, approximately,

〈vrvrσ(vr)〉 � vi〈vrσ(vr)〉. (8.11)

The average value of vrσ(vr) is called the slowing coefficient. If it is constant,
the preceding equation is exact since the velocities vi are isotropic. 〈�vi〉 remains
fixed in the incoming direction of vi . We can now estimate the slowing time of the
ion tt(i, n) = −vi/∆vi from (8.9), (8.10) and (8.11):

tt(i, n) = mi + mn

nnmn〈vrσ〉 , (8.12)

where the argument of σ(vr) has been omitted. As before, the equipartition time
between two interacting maxwellian gases with different temperatures is tt(i, n)/2.
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A similar reasoning can be applied to the collisions between dust grains and the
atoms or molecules of the gas. The grain is practically at rest with respect to the
gas particles and Spitzer [490] showed that tt then has to be multiplied by 3/4. The
slowing time of the grain through friction with the neutrals is

tt(n, g) = 3mg

4nnmnσ〈vn〉 , (8.13)

where σ is the geometrical cross-section of the grain (σ = πa2 for a spherical grain
with radius a).

Let us come back to the ion–atom collisions. Quantum calculations of cross-
sections have been performed for elastic collisions between C+ and H. The cross-
section is found to be proportional to v−1

r so that vrσ is independent of vr . 〈vrσ〉
(C+− H) = 2.2 × 10−9 cm3 s−1. The cross-sections for other positive ions are
similar. This is also the case for H-H+ collisions at T < 100 K. For collisions
between positive ions and He atoms, the cross-sections are approximately two times
smaller.

Let us summarize using the example of the diffuse neutral gas, for which we will
take as characteristic parameters nH � 25 cm−3, ne/nH = 3 × 10−4 resulting from
ionization of carbon, and T = 100 K. Assume that this gas is heated by electrons of
energy E = 1 eV, which have a velocity (2E/me)

1/2 = 6 × 107 cm s−1, far larger
than the thermal velocity (kT/me)

1/2 = 4 × 106 cm s−1 of the electrons of the gas.
Suprathermal electrons thermalize with the gas electrons within a characteristic time
tt(e, e) = 1.5 × 106 s (8.6). Energy equipartition between electrons and carbon ions
occurs with a characteristic time tt(i, e)/2 = 1.7 × 107 s (8.7). Finally, equiparti-
tion between carbon ions and hydrogen atoms takes place in a characteristic time
tt(i, n)/2 = 1.2 × 108 s (8.12). All these times are of the order of a year (1 year
= 3.16 × 107 s). They are, thus, very short with respect to the characteristic times
for the evolution of the interstellar medium, which are of the order of 106 years, and
equipartition is therefore achieved in this case. Spitzer [490] also demonstrated that
interstellar particles have velocity distributions close to maxwellian. However the
equipartition of energy may not be achieved in some fast phenomena such as shocks
(Chap. 10) or turbulent intermittency (Sect. 13.2).

8.1.2 Heating by Low-Energy Cosmic Rays

The question of the heating of the interstellar gas raised as soon as the first de-
terminations of the temperature of the neutral interstellar medium were made by
emission/absorption 21-cm line measurements (cf. Sect. 4.1). The first mechanism
thought of was heating by low-energy cosmic rays (Goldsmith et al. [202]; we will
follow closely this article). Cosmic rays transfer energy to the bound electrons of the
atoms or molecules of the gas (ionization and excitation) and also to the free elec-
trons (Coulomb interactions and excitation of plasma waves). We will see, however,
that part of this energy is used for atom excitation. The heating of the gas by plasma
waves will be briefly treated Sect. 8.1.8.
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Cosmic particles have very high velocities compared to the gas particles, and
the cross-sections σ for ionization, excitation and Coulomb interactions, as well as
the corresponding collisions rates, respectively C1, C2 and C3 (C = nvσ where n is
the particle density in the interstellar medium), are proportional to each other and
depend only upon the velocity v of the cosmic particle. The kinetic energy E1 of the
electrons ejected by ionization and the energy E3 acquired by Coulomb interactions
do not depend upon v because v is very large (v � √

2E2/me). Similarly, the
fraction of energy f1 E1 + f3 E3 that is used to heat the gas is independent of v. As
a consequence, the heating rate f1C1 E1 + f3C3 E3 is proportional to C1 whatever
the value of v. Since the energy spectrum of cosmic rays decreases strongly at high
energies (Fig. 6.2) it is clear that high-energy cosmic rays have only a marginal effect
compared to those of a few MeV which are more numerous; however the flux of the
latter particles is very poorly known due to the solar modulation (Sect. 6.1).

The heating rate, being proportional to C1, is also proportional to the ionization
rate ζ , which is usually considered as the characteristic parameter for the problem.
This rate is, per interstellar nucleon,

ζ =
∑

Z

∫ ∞

0
4πIZ(v)σion,Z(v) dv s−1, (8.14)

where Z is the charge number of the cosmic ray nuclei whose flux is IZ(v). σion,Z(v)

is the ionization cross-section for a cosmic-ray nucleus of charge Z and velocity v.
The kinetic energy E per nucleon for a cosmic-ray nucleus is

E = m Hc2[(1 − v2/c2)−1/2 − 1], (8.15)

and we can write the ionization rate as

ζ =
∑

Z

4π

∫ ∞

0
I(E, Z)σion(E, Z) dE, (8.16)

I(E, Z) being expressed in cm−2 s−1 erg−1 ster−1. This expression does not take into
account the secondary ionizations of interstellar atoms and molecules by electrons
liberated by cosmic ray ionizations. We will come back to this point later. For
E > 0.3 MeV, σion(E, Z) is given by

σion(E, Z) = 1

β2
(1.23 × 10−20 Z2)

[
6.0 + log

(
β2

1 − β2

)
− 0.43β2

]
cm2, (8.17)

with β = v/c. Then σion(E, Z) = Z2σion(E, 1). Assuming that the abundances of
heavy ions in cosmic rays, with respect to hydrogen, are independent of the energy
and are the same at the energies of interest (a few MeV/nucleon) as at high energies
where they are well measured, we have

∑
Z

Z2 I(E, Z) dE

I(E, 1) dE
� 2.1. (8.18)
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Equation (8.17) can be written for cosmic protons as σion(E, 1) � v−2Φ(E),
neglecting the terms in β4. This defines the function Φ(E). Equation (8.16) can then
be re-written simply as

ζ = 2.1〈Φ〉
∫ ∞

0

1

v2
4πI(E, 1) dE s−1, (8.19)

〈Φ〉 being the average value of Φ over the spectrum of cosmic protons.
Let us now calculate the rate of energy loss of a cosmic ray by the ionization and

excitation of atoms and molecules of the gas. It is

−
(

dEt

dt

)
ion,ex

= nv〈σ∆Et〉 erg s−1, (8.20)

where Et is the total energy of the particle and ∆Et is the energy lost per interaction.
This energy loss is given by the Bethe–Bloch formula

−
(

dEt

dt

)
ion,ex

= −v dEt
dx

= nz 4πe4 Z2

mev

{
ln

[
2mev

2

∆Ee f f
(1 + E/Mc2)2

]
− v2/c2

}
,

(8.21)

where ∆Ee f f � 15 eV is an effective value for ∆Et (actually the mean ionization
potential of the target weighted by the abundances of the elements) and M the rest
mass of the cosmic particle. n is the density of the target particles (essentially H, H2

and He) and z their mean charge. This formula is obtained after a long quantum-
mechanical calculation that is rarely presented in a complete way (see e.g. Heitler
[228] for references giving the details). A simplified, very physical derivation can be
found in Longair [336], including the (small) corrections which arise for very high
energies and dense media.

The expression for the energy loss of a cosmic particle by interaction with free
electrons is obtained simply by replacing n in (8.21) by the electron density ne and
∆Ee f f by hωp, ωp = (4πe2ne/me)

1/2 being the angular plasma frequency (Ginzburg
& Syrovatskii [198]). This gives

−
(

dEt

dt

)
el

= ne
4πe4 Z2

mev

{
ln

[
2mev

2

hωp
(1 + E/Mc2)2

]
− v2/c2

}
. (8.22)

Since the most effective cosmic particles are not relativistic, we may neglect
the term v2/c2 in (8.21) and (8.22). Electrons resulting from the ionizations have
an energy E of the order of 35 eV (Spitzer [490]). This is a favorable value for the
efficient collisional excitation of atoms and molecules, so that only a fraction f of
their energy leads to heating. On the other hand, these electrons also produce as
we have said secondary ionizations of interstellar particles. The secondary electrons
resulting from these ionizations lead to further heating via Coulomb interactions
(Spitzer & Scott [488]), which is included in the factor f .



186 8 Heating and Cooling of the Interstellar Gas

Let us define in (8.21) et (8.22) the respective functions

φ1 = ln

[
2mev

2

∆Ee f f
(1 + E/Mc2)2

]
, (8.23)

φ2 = ln

[
2mev

2

hωp
(1 + E/Mc2)2

]
. (8.24)

The φ1/φ2 ratio is of the order of 0.2, showing that the two corresponding
processes are both important if the gas is partly ionized. The heating rate per unit
volume is

ΓCR = (n f 〈φ1〉 + ne〈φ2〉)
∫ ∞

0

4πe4

me

1

v2
4πI(E, 1) dE, (8.25)

where the 〈 〉 symbols mean an average over the energy spectrum of cosmic rays
and over the different kinds of particles. Using (8.19) we obtain

ΓCR = 4πe4

me
(n f 〈φ1〉 + ne〈φ2〉) ζ

2.1〈Φ〉 . (8.26)

The electronic part can be evaluated immediately from the expressions for φ2

and for Φ, for heating by protons of a given energy. For example, for 2 MeV protons
we have ΓCR e � 4.6×10−10neζ erg cm−3 s−1. The other term is much more difficult
to calculate, due to the difficulty in evaluating f .

Wolfire et al. [555] propose the following, directly usable, expression for the
heating rate which takes secondary ionizations into account:

ΓCR = ζEh(E, x)n, (8.27)

where Eh(E, x) is the energy deposited as heat by a primary electron with energy
E. Fig. 3 of Shull & van Steenberg [471] gives Eh/E as a function of E and x. For
E = 35 eV, an appropriate value for the interstellar medium, Eh varies between 6 eV
for a neutral gas to 35 eV for an ionized gas.

ζ depends directly on the flux of low-energy cosmic rays, which is much affected
by solar modulation. Its determination is problematic. The estimated spectrum of
low-energy cosmic rays, presented as a bold curve in Fig. 6.2, corresponds to ζ =
1.8 × 10−17 s−1. Then ΓCR � 1.7 × 10−28n erg s−1 cm−3 for a neutral medium,
from (8.27). Some authors have attempted to estimate ζ semi-empirically. They all
agree on values of ζ � 1–2 × 10−17 s−1. This ionization rate is far too small to
correspond to an efficient heating of the diffuse interstellar medium to the observed
temperatures (100 K or more). Goldsmith et al. [202] used a much larger value,
ζ = 4 × 10−16 s−1, which is now considered as unrealistic for the Galaxy, except
perhaps close to supernovae which are the main sources of cosmic rays. However,
cosmic-ray heating is the only efficient mechanism in the depths of molecular clouds
(however, if the density is large enough, the heating of the gas by heat exchange with
the grains may also intervene: see later in this section).
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8.1.3 Photoelectric Heating from Grains

This process is the most efficient at heating the cold diffuse interstellar medium3.
This was not realized at the time of Goldsmith et al. [202]. This process was first
proposed by Watson [542] in 1972, and developed in detail by Draine [132]. Ultra-
violet radiation from hot stars remove electrons from interstellar dust grains. These
electrons have an excess energy which is an important fraction of the energy of the
ultraviolet photon. They thermalize with the free electrons of the gas, producing the
heating. Their energy, being of the order of a few eV, is too small to ionize or to
excite the atoms or molecules, so that we can consider that all this energy is used
for heating. What remains of the photon energy heats the grain, but a part is lost to
the photoelectron as it overcomes the potential energy barrier which may exist due
to the possible positive charge of the grain, as will be discussed soon. The nature,
dimension and to a lesser extent shape of the grain, and above all its charge, play an
important role in the process.

It is of importance to notice that in the MRN size distribution of grains n(a) ∝
a−3.5 where a is the grain radius (7.8), the distribution of the grain areas a2n(a) ∝
a−1.5 is largely dominated by the smallest grains. As discussed Sect. 7.2, there may
not be very small silicate grains in the interstellar medium, so that it is enough to
consider carbonaceous grains only, as done by Bakes & Tielens [13]. We will closely
follow their approach.

The photoelectric heating rate H(N , q) by a dust grain composed of N carbon
atoms with a charge q is

H(N , q) =
∫ νH

νq

σabs(N )Yion(N ,Φq)cuνg(N , Ψq) dν, (8.28)

where uν is the energy density of the radiation. For isotropic radiation4, uν =
4πIν/c, where Iν is the intensity of the radiation field in erg cm−2 s−1 sterad−1.
This radiation field is usually normalized to that in the solar neighbourhood by
setting Iν = χIν,� (Sect. 2.1). σabs = Qabsπa2, a being the grain radius, is the
absorption cross-section (7.6). For the small grains of interest here, it is proportional
to N because the absorption is due to the π electrons of carbon (1 electron per
carbon atom), and because these grains are optically thin to UV radiation. Yion is
the effective number of photoelectrons ejected per absorbed photon. It is the ratio of
the photoionization cross-section to the absorption cross-section. An experimental
determination of the photoionization cross-section per carbon atom for PAHs and
for larger carbonaceous grains is shown in Fig. 8.1. Compare this figure to Fig. 7.17
which gives the absorption cross-section for PAHs. We see that only the hardest
photons (roughly 912 to 1 600 Å) are efficient at heating the grains. For neutral
grains Y is rather large, but it is reduced by the positive charge q, if any, and depends
upon the electrostatic potential Ψq . g(N , Ψq) is the partition function of the kinetic

3 X-ray heating is also very important for the warm diffuse medium, as we will see later.
4 Bakes & Tielens [13] consider a directional radiation field originating from a single distant

star and their expressions are different. However, the final results are the same.
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energy of the photoelectrons. For a mass distribution of grains n(N )dN , where
n(N ) is the number of grains per unit volume with a number of carbon atoms
between N and N + dN , the rate of photoelectric heating per unit volume is

Γpe =
∫ Nmax

Nmin

∑
q

H(N , q) f(N , q)n(N ) dN , (8.29)

where f(N , q) is the probability of finding a grain with N carbon atoms and
a charge q.

However, we have to take into account the inverse process: the recombination of
electrons and ions onto the grain corresponds to some energy loss for the gas with
a rate C(N , q) (energy loss (3/2)kT per recombination), with a net heating rate of

Γnet,pe =
∫ Nmax

Nmin

∑
q

[H(N , q) − C(N , q)] f(N , q)n(N ) dN . (8.30)

Fig. 8.1. Experimental measurement of the photoionization cross-section per carbon atom for
coronene, a small PAH with 24 carbon atoms (dashed line) and extrapolation to a grain with
80 carbon atoms (full line) and to an infinite graphite plane (dotted line). The cross-section
is given in Mbarn per carbon atom, i.e., 10−18 cm2/C. The theoretical evaluations of Bakes
& Tielens [13] for spherical carbon grains give results in reasonable agreement with those
presented here. From Verstraete et al. [532], with the permission of ESO.

It is necessary to evaluate the charge on the grain. The problem is similar to that
of the ionization equilibrium of atoms examined Sect. 5.1, with the complication
that we have to consider recombination with two kinds of particles, electrons and
ions. Let f(q) be the probability that the grain has a charge q, and Jpe, Je and Jion ,
respectively, the emission rate of photoelectrons and the accretion rates of electrons
and ions (mainly H+ and C+). The equation of charge equilibrium between two
successive numbers of charges is

f(q)[Jpe(q) + Jion(q)] = f(q + 1)Je(q + 1), (8.31)
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since ions and electrons have charges with opposite signs. If the radiation field
is large enough (χ = 100 − 104 as in a classical photodissociation region, see
Chap. 10), Jion is much smaller than Jpe and can be ignored. The grain charge can
be positive, zero or even negative according to the circumstances. For example, small
flat grains like PAHs are negatively charged in the diffuse interstellar medium. A full
treatment of this complex problem can be found in Draine & Sutin [136], neglecting
the photoelectric effect. It has been extended by Bakes & Tielens [13] and by Salama
et al. [446] by the addition of the photoelectric effect. More revisions are probably
necessary in order to take into account chemical reactions between PAHs and the
ions of the gas, in particular the fast neutralization reaction PAH−+ C+ → PAH
+ C (Bakes & Tielens [15]). Revised values of the recombination cross-sections
of ionized PAHs are also necessary. Here we will only give the result obtained by
Bakes & Tielens [13]. The photoelectric heating rate (8.29) is given by

Γpe = 10−24εχnH erg s−1 cm−3, (8.32)

where ε is a heating efficiency, i.e., the ratio between the energy of the radiation
converted into heating of the gas and the energy absorbed by the carbonaceous
grains. This expression assumes that these grains absorb an ultraviolet energy of
10−24 erg s−1 per hydrogen atom in the solar neighbourhood. This corresponds to
the energy absorbed in the UV part of the extinction curve. Only the small grains
(a ≤ 100 Å) are efficient at heating. An approximate analytical expression for the
heating efficiency is:

ε = 4.87 × 10−2

1 + 4 × 10−3(χT 1/2/ne)0.73
+ 3.65 × 10−2(T/104K)

1 + 2 × 10−4(χT 1/2/ne)
, (8.33)

where T is the gas temperature and ne the electron density (electron cm−3). ε is of
the order of 0.05 for small values of the parameter χT 1/2/ne, which is proportional
to the ratio between the photoemission rate and the recombination rate of electrons
and determines the grain charge. It decreases for values of this parameter larger than
103. Figure 8.2 shows the variation of the heating rate per hydrogen atom Γpe/nH

with χT 1/2/ne, for three temperatures. Note that this rate does not depend upon
the radiation field for large values of χT 1/2/ne and is then proportional to nenH,
because ε ∝ χ−1. This arises from the fact that the grains are strongly positively
charged in this case, the heating rate being simply proportional to the recombination
rate of electrons on the grains. The heating then becomes inefficient because it is
almost compensated by the recombination cooling (compare Fig. 8.2 and 8.3, and
see further Fig. 8.8).

Bakes & Tielens [13] have also evaluated the cooling rate Λrec by recombination
of charged particles on grains. An analytical approximate expression is

Λrec = 3.49 × 10−30T 0.944(χT 1/2/ne)
0.735T−0.068

nenH erg s−1 cm−3. (8.34)

Figure 8.3 shows this expression in graphical form. The net heating rate of the
interstellar gas by the photoelectric effect of small grains is thus Γpe − Λrec.
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Fig. 8.2. Photoelectric heating rate Γpe/nH per hydrogen atom as a function of the UV
radiation field G0 ≡ χ, for a gas of temperature T and electron density ne, for three values of
the temperature. Reproduced from Bakes & Tielens [13], with the permission of the AAS.

Fig. 8.3. Cooling rate for the recombination of electrons and ions on grains as a function of
the UV radiation field G0 ≡ χ, for a gas of temperature T and electron density ne, for three
values of the temperature. Reproduced from Bakes & Tielens [13], with the permission of the
AAS.
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Considering Figs. 8.2 and 8.3 for the conditions in the cold, neutral interstellar
medium (the H i “clouds”), i.e. roughly χ = 1, T = 100 K, nH = 25 cm−3 and
x = ne/nH = 3 × 10−4, we see that recombination cooling is negligible with
respect to photoelectric heating. The photoelectric heating through grains appears to
dominate the heating of this medium. It yields some 3 × 10−26 erg s−1 per H atom
from Fig. 8.2, a value close to the observed cooling rate by the [C ii]λ158 µm line
(Sect. 4.1). For the warm diffuse “intercloud” medium (Sect. 4.1 et 5.2) with χ = 1,
T = 8 000 K, nH = 0.25 cm−3 and x = 10−2, the photoelectric heating rate is
10−26 erg s−1 per H atom from the model, a large enough value to explain the
heating of the gas. However, the recombination cooling is important and reaches the
same magnitude as the heating near 104 K, producing a thermostatic effect at this
temperature. Photoelectric heating is very efficient at the photodissociation interfaces
between H ii regions and neutral clouds (χ � 103 − 105, nH = 103 − 105 cm−3

and x = 3 × 10−4) and the gas can reach (as we will see) temperatures of several
thousands degrees near the surface. Of course, this mechanism is totally inefficient in
molecular clouds where UV radiation cannot penetrate. In H ii regions, it is negligible
with respect to the mechanism that will be discussed in the next section.

A few remarks are necessary at this point. The radiation field used by Bakes &
Tielens comes from a rather old reference (Draine), but it is not much different from
more recent determinations plotted in Fig. 2.3. Some quantities like the ionization
efficiency of the grains and the value of the UV flux absorbed by carbonaceous grains
near the Sun (10−24 erg s−1 per H atom) are more disputable. These parameters are
in fact rather poorly known given our incomplete knowledge of the nature and of the
absorption properties of the grains in the UV and, in particular, of the carriers of the
infrared emission bands discussed Sect. 7.2.

8.1.4 Photoelectric Heating by the Photoionization
of Atoms and Molecules

The ionization of atoms and molecules by UV photons liberates electrons whose
energy is the difference between the photon energy and the ionization energy hνi .
The average kinetic energy of the photoelectrons is therefore given by

〈E〉 =
∫ ∞
νi

h(ν − νi)σνuν dν/ν∫ ∞
νi

σνuν dν/ν
, (8.35)

σν being the photoionization cross-section and uν the energy density of the radiation.
This mechanism dominates the heating in H ii regions. The estimation of uν is

complicated in this case because we must solve the transfer equation for the lines and
for the continuum, taking into account radiation scattering. This problem is treated
in specialized books and solved in models of H ii regions. Here we will only say
that the mean energy of the photoelectrons in an H ii region excited by a star with an
effective temperature Te f f (defined in the far-UV) is of the order of 〈E〉 � 1.4 kTe f f

(Spitzer [490] Sect. 6.1.a).
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In the neutral interstellar medium the main source of photoelectrons is carbon
with an ionization potential of 11.2 eV. As there is no photon with an energy larger
than 13.6 eV, we see immediately that the mean photoelectron energy is of the order
of (13.6–11.2)/2 eV, about 1 eV. Given the photoionization cross-section of carbon,
the corresponding heating rate in the solar neighbourhood is approximately

ΓC = 2 × 10−22n(C0) erg s−1 cm−3, (8.36)

where n(C0) is the carbon atom density. This density is related to that of C+ ions
by the equation of ionization equilibrium (4.33). Using our example of cold diffuse
interstellar medium with ne = 0.0075 cm−3 and the local interstellar radiation
field, n(C0)/n(C+) = 2 × 10−4, hence n(C0) = 2 × 10−6 cm−3. Then ΓC = 4 ×
10−28 erg s−1 cm−3. Comparing with the results given previously, we see that this
mechanism is negligible in the diffuse interstellar medium.

The ionization of molecular hydrogen by soft X-rays or far-UV can be an im-
portant source of heating in shocks (cf. Hollenbach & McKee [242]).

8.1.5 X-Ray Heating

X-ray emission is observed in the interstellar medium, coming mainly from the hot
gas discussed in Chap. 5. It results in the heating of the interstellar gas. X-rays
remove photoelectrons from the K shell of atoms and ions (Sect. 5.3). As in the case
of cosmic-ray heating, the energetic primary photoelectrons produced in this way
can provoke secondary ionization and liberate other electrons. All these electrons
heat the gas as in the previous cases. As for the cosmic-ray heating, the ionization
rate is chosen as the main determining parameter for the problem. Following Wolfire
et al. [555], X-ray heating is only important up to some depth in atomic clouds,
thereafter they can be considered as opaque to soft X-rays. The energy density of
X-ray radiation to be taken into account at the cloud surface is thus only 2πIν/c, Iν
being the flux per steradian in free space. The ionization rate ζ i

X of species i is

ζ i
X =

∫
2π(Iν/hν)e−σν NHσ i

ν dν s−1, (8.37)

where σν is the total X-ray photoionization cross-section of the medium and σ i
ν that of

element i. The e−σν NH term represents the absorption of X-rays for a column density
NH. The heating rate is obtained introducing the average energy of photoelectrons in
the integral above. Figure 8.4 gives the ionization rate and the heating rate of a H atom
by X-rays near the Sun (Sect. 5.4) as calculated by Wolfire et al. [555], as a function
of the ionization degree and column density of the interstellar medium. At very low
column densities this ionization rate is very much higher than the ionization rate by
cosmic rays (about 1.8 × 10−17 s−1, cf. Sect. 8.1), and X-ray heating is efficient.
The heating rate reaches 10−26 erg s−1 per H atom for the interstellar medium not
protected against X-ray radiation. This is not much smaller than the photoionization
heating by grains. However the soft X-rays that are the most efficient at ionizing
are rapidly absorbed by the interstellar medium (cf. Fig. 2.5). X-ray ionization and
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heating decrease quite rapidly when there is more interstellar matter between the
X-ray source and the region of interest. Since the Sun is in a low density region
which emits soft X-rays, the Local bubble, we can consider that the X radiation field
used by Wolfire et al. [555], which results from direct satellite measurements, is
the unattenuated source. In general, the energy density of X-rays is smaller in the
interstellar medium. Note that the UV field responsible for the grain photoelectric
heating is also attenuated by extinction, but the effect of this attenuation is much
more limited than for the heating by X-rays. The intensity at 1 000 Å, hence the grain
photoelectric heating by far-UV radiation, is reduced by only 2% by an hydrogen
column density of 1019 atom cm−2 (Fig. 2.5), while the X-ray heating is reduced by
an order of magnitude (Fig. 8.4).

To summarize, heating by X-ray radiation is in general not efficient for the cold
atomic medium because the column densities of matter are relatively large, but can
be very efficient for the warm, less dense atomic medium for which the column
densities are small. It can be completely neglected in molecular clouds where only

Fig. 8.4. The ionization rate per hydrogen atom by X-rays in the solar neighbourhood (a) and
the heating rate by this radiation (b). The secondary ionization of H and He is included. The
curves correspond to different degrees of ionization ne/n. The results are given as a function
of the hydrogen column density that attenuates the radiation. Reproduced from Wolfire et al.
[555], with the permission of the AAS.
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hard X-rays can penetrate. Their intensity is very small and their heating effect
negligible. Of course, the situation can locally be very different near discrete X-ray
sources, in particular near supernova remnants and pre main-sequence stars that are
often strong X-ray emitters.

8.1.6 Chemical Heating

Chemical reactions that occur in the interstellar medium can release their products
with some kinetic energy that can heat the gas. The most important process is
undoubtely the formation of molecular hydrogen by the direct association of H atoms,
which takes place on the surfaces of grains. This reaction will be studied in Chap. 9.
It is very exothermal and yields an energy of 4.48 eV which is distributed between
the rotational and vibrational excitations of H2, grain heating and the kinetic energy
of the molecule leaving the grain. The distribution between these different forms
of energy is somewhat uncertain. The excitation energy might be 4.2 eV and the
kinetic energy 0.2 eV while the grain heating would be negligible (cf. Hollenbach
& McKee [242] Sect. VIc). The kinetic energy directly heats the gas, and a part
of the excitation energy is also used: de-excitation of the H2 molecule by inelastic
collisions with the atoms or molecules of the gas transfers kinetic energy that takes
part in the heating. The heating rate is thus

ΓH2 = R f n2xH(0.2 + 4.2η) eV s−1 cm−3, (8.38)

where R f is the formation rate of H2 on grains and η is the fraction of the excitation
energy of H2 that is used for heating. These quantities are given by Hollenbach &
McKee [242] (their (3.8), (6.43) and (6.45)). xH is the fraction of the gas particles
that are H atoms. Notice that the heating rate per unit volume is proportional to
the square of density because it is a collisional process, contrary to the preceding
processes which depend only linearly upon density. Chemical heating by H2 is
therefore efficient in shocks and dense photodissociation regions, but not under
other circumstances.

H2 molecules can also take part in heating in another way. The absorption of UV
photons by H2 excites rotation and vibration levels, and the de-excitation of these
levels transfers energy to the gas. This mechanism is only of importance in regions
exposed to strong UV radiation (Tielens & Hollenbach [513]). A similar mechanism
which can be important in dense and warm neutral regions is the collisional de-
excitation of H2O excited by the infrared radiation from grains (Takahashi et al.
[504]).

8.1.7 Heating by Grain-Gas Thermal Exchange

At relatively high densities, collisions between atoms or molecules and dust grains
can be frequent enough for the energy transfer to be efficient with respect to other
processes, at least in the neutral medium. In the neutral diffuse medium, the grains are
always colder than the gas and can only cool it. However, this process is negligible
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because the density is low. Conversely, the grains are warmer than the gas in deep
regions of the molecular clouds and can then heat the gas.

The heating of grains by the gas is unimportant in H ii regions because it is much
smaller than the heating by the ultraviolet radiation. It is also negligible in the diffuse
ionized medium due to the low density, although the radiative heating of the grains
is smaller than in H ii regions (see Lagache et al. [295] for the thermal emission
of dust in this medium). However, grain heating by thermal exchange with the gas
is dominant in supernova remnants where the gas temperature is very high and the
density is larger. This mechanism has been treated by Dwek [148] who considered
not only the heating of big grains but also that of the very small grains out of thermal
equilibrium.

In the deep regions of giant molecular cloud complexes, the grains are heated by
the far-infrared radiation coming from outside. This radiation can easily penetrate
to considerable depths since the optical depth at 100 µm is of the order of unity for
a visual extinction of 300 magnitudes. Due to this the grain temperature is never
smaller than 8 K (Falgarone & Puget [170]), and the grains can heat the gas if the
density is large enough. The mean flux of kinetic energy from gas particles which
strike the grain and are at least temporarily captured is E = 2kT for a maxwellian
distribution, T being the gas temperature5. The particules which struck the grain (or
an equal number of other particles) leave the grain with a different mean kinetic
energy which corresponds to a temperature T2 intermediate between Td , the grain
temperature, and T . The accomodation coefficient of atoms or molecules on the
grain is defined as

α = T2 − T

Td − T
, (8.39)

so that each collision gives to the gas a mean energy 2αk(Td − T). The collision rate
per unit volume is, assuming for the moment that the particles are H atoms,

τC = nHndσdvth, (8.40)

where nd and σd = 〈πa2〉 are the number density and geometrical cross-section
averaged over the size distribution of grains. vth is the mean velocity of the atoms.

The heating rate per unit volume is

Γgas,grains � nHndσd

(
8kT

πmH

)1/2

α2k(Td − T) erg s−1 cm−3, (8.41)

Measurements of the interstellar extinction suggest that

ndσd � 1.5 × 10−21nH cm−1. (8.42)

The accomodation coefficient is defined by Burke & Hollenbach [73] in such
a way that the expression of Γgas,grains given above is valid if nH is the total number of
hydrogen nuclei per unit volume. If hydrogen is fully molecular, they give α = 0.35.
The heating rate is then

5 This flux is 〈(1/2)mv2v〉 = 2kT 〈vth〉, 〈vth〉 = (8kT/πm)1/2 being the mean velocity.
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Γgas,grains � 1.6 × 10−33n2
HT 1/2(Td − T) erg s−1 cm−3, (8.43)

A more exact calculation has been performed by Falgarone & Puget [170] taking
into account the variation of grain temperature with size. All this assumes, however,
that the grains have the same properties in the molecular clouds and in the diffuse
medium, which might not be true. Nevertheless, the order of magnitude should
be correct. It is interesting to compare this process with other important heating
processes. Combining (8.43) and (8.32) we find that, at T = 10 K and for the
interstellar field near the Sun (χ = 1):

Γgas,grains/Γpe = 1.3 × 10−7nH2(T − Td), (8.44)

and combining (8.43) and (8.27), still at 10 K:

Γgas,grains/ΓCR = 4 × 10−5nH2(T − Td). (8.45)

Equation (8.44) shows that gas–grain collisions are unimportant if the UV ra-
diation field is not very small. Equation (8.45) conversely shows that this process
dominates in molecular clouds at densities higher than about 2 × 104 mol. cm−3.

8.1.8 Hydrodynamic and Magnetohydrodynamic Heating

The heating mechanisms we have described up to now rest on microscopic processes.
However, the macroscopic motions of the gas can also contribute to gas heating. For
example, the gravitational collapse of a cloud due to its own gravity, a process that
occurs during star formation, is a source of heat for the gas that must be dissipated
in order not to stop the collapse. Its expression is given by the perfect gas law:

Γcoll. = ρP
d

dt

(
1

ρ

)
� 2.6 × 10−31nHT erg s−1 cm−3, (8.46)

for a molecular hydrogen gas, ρ and P being the density and the pressure, respec-
tively.

Supernova explosions, stellar winds and to a lesser extent the expansion of
H ii regions produce large quantities of mechanical energy that is dissipated in the
interstellar medium as radiation and as the kinetic energy of the atoms, ions and
molecules. The principal intermediates as far as kinetic energy is concerned are
shocks and turbulence. These processes will be examined in Chapters 11 to 13.

The magnetic field is also a heat source due to different processes. One of these
processes is the viscous dissipation of Alfvén waves, which can be considered as
the oscillations of magnetic field lines that are coupled to the gas because it is
generally a good conductor of electricity. These waves are produced by cosmic
ray propagation in the interstellar medium, and by other mechanisms such as the
differential rotation or the shear of a magnetic gas which produces a torsion of the
magnetic tubes (Hartquist [221]). The relative motions of the ionized and neutral
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components of a weakly ionized plasma (ion magnetic slip, most often designated
as ambipolar diffusion which will be studied Sect. 14.1) also produce a viscous
heating that was studied by Scalo [453]. In the present chapter we will not expand
on these phenomena (which are actually rather poorly known), but simply mention
that magnetohydrodynamic (MHD) waves created by supernova remnants can give
a large contribution to the heating of the low-density interstellar medium (Ferrière
et al. [179]). We will come back to these processes in the following chapters, for the
regions in which they become important.

8.2 Cooling Processes

There are two categories of cooling processes in the interstellar gas: radiative pro-
cesses in which radiation by atoms, ions and molecules excited by collisions transfers
part of the kinetic energy into radiation, and processes that are the inverse of some
of the heating processes we have just examined. Let us discuss them in turn.

8.2.1 Fine-Structure Line Cooling

This process dominates almost everywhere in the interstellar medium, with the
exceptions of the hot gas and the regions deep within molecular clouds. Other
mechanisms are also of importance in shocks and in H ii regions. The atoms and
ions that are the most efficient are those that are the most abundant and that have
fine-structure levels close to the fundamental level: they are hence easy to excite.
These are principally C ii and O i in the neutral medium, and O ii, O iii, N ii, N iii,
Ne ii and Ne iii in H ii regions. Table 4.1 lists the main transitions of interest.

Consider first the neutral medium. Almost all the gaseous carbon is present
as C ii and almost all the oxygen in the form of O i. N i is also abundant but
it has no transition of interest for cooling. Si ii, S ii and Fe ii are abundant and
have fine-structure transitions but the energy necessary for their excitation is only
reached by collisions with electrons and neutrals at relatively high temperatures.
At low temperatures only the upper fine-structure level of C ii, with an energy
corresponding to 91.2 K, can be excited. The first excited fine-structure level of
O i is at 228 K and therefore requires higher temperatures than C ii. Neglecting
collisional de-excitation, a justified assumption at the low densities of the atomic
medium (cf. Table 4.1), the statistical equilibrium equation for the two first lev-
els of C ii (4.16) reduces to nu = nlClu/Aul . The intensity of the line emitted at
157.7 µm is Iul = nu Aulhν/4π erg s−1 cm−3 ster−1 (4.19). This assumes that the
line is optically thin, which is generally true. The cooling rate is independent of the
spontaneous emission probability Aul because collisions determine the excitation
rate to the upper level, so that at statistical equilibrium the radiative de-excitation
rate for this level is equal to the excitation rate. The cooling rate per unit volume for
ionized carbon excited by electrons is simply:

Λe,CII = nCCluhν = nCne
8.63 × 10−6Ωul

glT 1/2
exp(−hν/kT)hν, (8.47)
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from (3.38) and (4.17). With the data of Table 4.1, assuming a reference abundance
for carbon of nC/nH = 3.55 × 10−4 and a carbon depletion in the gas of dC (cf.
Table 4.2), and also assuming that carbon is almost entirely ionized (Sect. 8.1) and
supplies all the free electrons so that ne � dCnC, we find numerically for densities
smaller than the critical density for collisional de-excitation, ncrit ∼ 3 000 cm−3

(Table 4.1):

Λe,CII = 1.23 × 10−27n2
Hd2

Ce−91.2 K/T

(
T

100K

)−1/2

erg s−1 cm−3. (8.48)

Notice that the cooling rate is proportional to the square of the carbon depletion
in the gas because carbon supplies the free electrons. This carbon depletion is
unfortunately not very well known.

C ii can also be excited by collisions with hydrogen atoms. This gives (Wolfire
et al. [555], Appendix B)

ΛH,CII = 7.9 × 10−27n2
HdCe−91.2 K/T erg s−1 cm−3, (8.49)

which is larger than the cooling rate via electronic excitation, at least as long as the
degree of ionization remains small. At temperatures higher than about 100 K, we
must also take into account the excitation, by electrons and mainly H atoms, of other
atoms and ions, in particular O i which is very important at higher temperatures,
i.e., in the warm interstellar medium (Sect. 4.1 and 5.2). The collisional excitation
rates of O i by H and He are given by Péquignot [403]. The cooling rate is shown in
Fig. 8.5, along with the results for higher temperatures. This gives the global cooling
rate. One problem is that the O i lines are often optically thick, so that the result of
the optically thin calculation can yield an overestimated cooling rate.

In H ii regions electron excitation of the fine-structure lines is the main cooling
mechanism. The calculation of cooling via these forbidden lines is similar to that
that we presented for the electronic excitation of C ii, with the difference that the
collisional de-excitation cannot always be neglected. As a consequence, the complete
expression given in (4.18) for the densities of ions in the upper levels of the fine-
structure transitions must be used. Figure 8.6 shows a simplified example of the
results for the cooling function in a low-density H ii region where collisional de-
excitation has been neglected. The full calculations are included in photoionization
models (cf. Sect. 5.1) and generally take into account not only the cooling by fine-
structure lines but also by ion recombination despite its weakness (see Sect. 8.2).
The free–free continuum is important, and the free–bound and 2-photon continua
are negligible (see Sect. 8.2 for the justification of the neglect of the free–bound
continuum). A useful approximate expression for the free–free cooling is

Λ f f = 1.42 × 10−27T 1/2ne(nH+ + nHe+ + nHe++) erg s−1 cm−3. (8.50)

Everything else being equal, the temperature is higher if the abundances of the
heavy elements are lower, because these elements take a part in the cooling while
the heating is dominated by the most abundant elements, hydrogen and helium.
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Fig. 8.5. The cooling rate for the interstellar gas. The values of Λ(T)/n2
H are plotted as

a function of temperature. For T < 104 K the cooling is dominated by the excitation of
C ii and O i. The different curves correspond to different values of the ionization fraction
ne/nH. The step at 104 K corresponds to cooling by the Lyman α line of hydrogen. At
T > 104 K the cooling is due to the excitation of various lines and to Bremsstrahlung; the
medium has been assumed to be fully ionized by collisions. Cooling by dust grains and by H2

has been ignored and no account has be taken of the depletions of carbon and oxygen. The
values of the atomic parameters are somewhat outdated and this figure gives only an order
of magnitude estimate for the cooling rate, except at high temperatures. From Spitzer [490]
(itself from Dalgarno & McCray [111]), with the permission of John Wiley & Sons, Inc.

8.2.2 Cooling by the Collisional Excitation of Permitted Lines

At high temperatures other levels than the fine-structure levels can be populated
by collisions with electrons and can contribute to cooling. The most important
phenomenon is the collisional excitation of the n = 2 level of hydrogen, whose de-
excitation produces the Lyα line, but the excitation of other atomic and ionic levels
can also contribute. In shocks and photodissociation regions the collisional excitation
(mostly by neutrals) of molecules like H2, H2O, CO, SiO etc., and of isotopically
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Fig. 8.6. Schematic heating and cooling functions for an H ii region. Γ/nen p and Λ/nen p

are plotted as a function of temperature for an H ii region with a density of 100 cm−3 (no
collisional de-excitation). The contributions to Λ/nen p from the main transitions of interest
are indicated as well as that from free–free cooling. The heating function is an average over
the whole H ii region which is assumed to be ionization-bounded and ionized by a star with
an effective temperature of 3.5 × 104 K (defined in the far-UV). From Spitzer [490], with the
permission of John Wiley & Sons, Inc.

substituted species, is very important. This is treated in detail by Hollenbach &
McKee [242].

In molecular clouds the most important cooling mechanism is the excitation of the
rotational lines of CO and of its isotopically substituted variants6. The contribution
of C i, whose first excited fine-structure level is 23.4 K above the fundamental, is
far from being negligible (Goldsmith & Langer [204]): we will see in Chap. 9 that
molecular clouds contain large quantities of C i. On a galactic scale, the cooling by
C i lines is as important as the cooling by CO lines (Gérin & Phillips [194]). The
corresponding cooling rate can easily be calculated once the abundance of C i and
temperature are given, as we did for C ii.

Several authors, such as Goldsmith & Langer [204] and de Jong et al. [116],
[117] that we will follow here, have treated in an approximate way the CO cooling

6 The cooling of molecular clouds by H2O has long been considered important. However
recent observations of the fundamental rotation line 110–101 of ortho-H2O with the SWAS
and ODIN satellites show that this line is weak in molecular clouds so that the cooling
by H2O is inefficient. Probably most of the water is condensed as ice on the grains.
Similarly, the cooling by molecular oxygen O2, considered by Goldsmith & Langer [204],
is negligible because observations show that this molecule is not abundant: see further
Sect. 9.4.
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using the escape probability formalism (Sect. 3.2). Then the energy lost per unit
volume by molecules in level J , with density n J , through the transition J → J − 1
is, using (4.41):

dEJ,J−1

dt
= (2hB0 J)n J AJ,J−1βJ,J−1

SJ,J−1 − B(νJ,J−1, TBB)

SJ,J−1
, (8.51)

where βJ,J−1 is the escape probability for this transition (see Sect. 3.2) and SJ,J−1 =
(2hν3

J,J−1/c2)[(gJ n J−1)/(gJ−1n J) − 1]−1 is the source function (cf. Sect. 3.1). The
term (Sν − Bν)/Sν indicates that the energy loss is measured above the blackbody
radiation of the Universe with temperature TBB and brightness B(νJ,J−1, TBB) at
the frequency of the transition. If the density is high we may consider, to a first
approximation, that the levels are thermalized up to some level Jm and that the total
energy loss is approximately the sum of the losses of all the thermalized levels, since
the levels above Jm are not significantly populated. All the thermalized lines of CO
are optically thick so that SJ,J−1 = B(νJ,J−1, T). For these lines we thus have, in the
case where the temperature T of the gas is much larger than TBB,

ΛCO � 4π

Jm∑
1

B(νJ,J−1, T)βJ,J−1, (8.52)

where the escape probability β is given by (3.66), (3.68), (3.69) or (3.70) depending
on the geometry, as a function of the optical thickness τ0 at the line centre. Note that
the value of τ0 must be evaluated. Let us consider, for example, the case of a cloud
with a uniform velocity gradient dv/ds = const. = V/R. In this case the line width
at a given point is ∆ν = ∆v/c = (dv/ds)∆s/c, ∆s being the distance travelled by
a photon before escaping. We can then write the optical depth using (3.32), as

τ0(ν) = c2n J−1gJ

8πν2gJ−1
AJ,J−1

[
1 − exp

(−hν

kT

)]
∆s

∆ν

= c3n J−1gJ

8πν3gJ−1
AJ,J−1

[
1 − exp

(−hν

kT

)](
dv

ds

)−1

, (8.53)

where we have written ν for νJ,J−1 in order to simplify the expression. This equation
allows us to obtain τ0 then β for each transition, the n J being calculated at LTE
by (3.72) (this is correct as long as the density is higher than the critical density
corresponding to the level Jm). Note that the cooling rate is independent of the
collisional excitation parameters. However, for the lines with J > Jm , which have
a smaller optical depth and are not at LTE, these parameters intervene explicitly,
but these lines give only a small contribution to the cooling. Figure 8.7 shows the
cooling rate ΛCO by CO for two kinetic temperatures. It is interesting to compare
it to Fig. 4.12. Falgarone & Puget [170] (Appendix A.1.1) give a useful analytical
approximation to the results of Goldsmith & Langer [204], which do not differ
significantly from those of Castets et al. [80] displayed in Fig. 4.12.
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Fig. 8.7. The cooling rate of a molecular gas by CO line emission, for two temperatures. The
gas density is the abscissa, and the cooling rate per CO molecule is the ordinate. To obtain
the rate per cm3, multiply by nCO = x(CO)nH2 , x(CO) being the abundance of CO which is
of the order of 3 × 10−5. The calculations include the cooling by the isotopically substituted
molecules 13CO (x = 10−6) and C18O (x = 10−7) which contribute signficantly at high
densities. The different curves correspond to different values of x(CO)/(dv/ds). Reproduced
from Goldsmith & Langer [204], with the permission of the AAS.

For a very dense molecular gas the maser effect, discussed Sect. 3.3, can be a very
efficient source of cooling, collisional or not according to the pumping mechanism.

The most important cooling mechanism for the warm and hot ionized media is the
collisional excitation by electrons of permitted and forbidden lines of various ions.
For this, free–free emission and recombination, which will be discussed just below,
also contribute. This cooling has been treated by Raymond et al. [425], Fig. 8.5 is
based on their calculations. These processes are included in models of the hot gas
(cf. Böhringer [50]), but it is probably necessary to take into account the fact that
this gas is not generally in ionization equilibrium (cf. Sect. 5.3 and further Sect. 8.3).

8.2.3 Cooling by Electron–Ion Recombination

Although recombination lines and continua are intense in H ii regions their cooling
role is negligible because the emitted energy essentially comes from the binding
energy of the atom: the effect of recombination is only to make the free electrons
disappear without affecting the temperature of the electron gas. However, in high-
temperature plasmas, the dielectronic recombination of He and of heavier elements
can bring an important contribution. This mechanism is included in models for the
hot gas, as noted earlier.
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8.2.4 Cooling by Dust

The cooling by the recombination of electrons on charged dust grains has already
been treated in Sect. 8.1 and is displayed in Fig. 8.3. The cooling rate increases
rapidly with increasing temperature.

The cooling by thermal exchange between gas atoms and dust was mentioned
Sect. 8.1. It is generally negligible in the diffuse cold medium.

8.3 Thermal Equilibrium and Stability

We will now examine the thermal equilibrium of the different components of the
interstellar medium. The cases of photodissociation regions and of shocks will be
discussed in Chapters 10 and 11, respectively.

8.3.1 The Atomic Medium

For this medium the dominant heating mechanisms are the photoelectric heating
by grains (Γpe, (8.32) and Fig. 8.2), the heating by X-rays (ΓX , Fig. 8.4) at low
column densities, and also the hydrodynamic and MHD heating that we will ignore
for the moment. The main cooling mechanism is the emission by forbidden lines,
essentially the [C ii]λ158 µm line for the cold medium (Λe,CII + ΛH,CII, (8.48) and
(8.49). If we equate the gains (8.32) and the losses per hydrogen atom, forgetting
for the moment the X-ray heating, we obtain the relation

103εχ = nHdCe−91.2/T [1.23dC(T/100 K)−1/2 + 7.9]. (8.54)

This is a non-linear equation of state. It is approximately verified for the
“standard” cold atomic gas7 (n = 25 cm−3, T = 100 K, ne = nCII), with
Λ/nH = Γ/nH = 3 × 10−26 erg s−1 (H atom)−1. For the warm atomic gas, (8.47)
has to be used for Λe,C ii because ne � nCII and we must remember that several
mechanisms contribute to the cooling. Complete calculations have been performed
by Wolfire et al. [555], who take into account all microscopic mechanisms for heating
and cooling. Figure 8.8 gives their results for thermal equilibrium, as a function of
density, for the local radiation field. They include X-ray heating at a column density
of 1019 atom cm−2. In Fig. 8.8a, the density dependence of the pressure P = ntotkT ,
or more exactly P/k = ntot T , has been plotted. ntot is the total density of particles
nH +nHe +2ne, the factor 2 in front of ne coming from the fact that there are as many
ions as electrons. Figure 8.8b shows the contribution of the various heating and cool-
ing mechanisms. We can check the value Λ = Γ = 3 × 10−26 erg s−1 (H atom)−1

just determined for the standard cold medium. It is of interest to mention that the
heating by hydrodynamic waves, e.g. Ferrière et al. [179], would only increase the
pressure by at most 5% at the maximum of the curve of Fig. 8.8a and is thus not
very important for the diffuse medium.

7 Note that for the cold, relatively dense atomic gas, the contribution of the photoelectric
effect on grains to the electron density ne is smaller than that of carbon ionization. However
that of X-ray ionization can be non negligible: cf. Fig. 8.8.
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Fig. 8.8. (a) Thermal P/k at equilibrium as a function of the density n in the interstellar matter
in the solar neighbourhood (standard model), the X-ray heating being evaluated for a column
density of 1019 atom cm−2. In the isobaric case the representative point for a medium out
of equilibrium because its pressure is too high (above the equilibrium curve) would tend
to move to the right. That for a medium with too low a pressure (less than the equilibrium
pressure) would tend to move to the left. (b) Contributions of the different heating and cooling
mechanisms as a function of density, under the same conditions. Heating Γ per H atom (Γ/n
in our notation), is shown as a dashed line: PE = photoelectric effect on grains; XR = X-ray
heating; CR = cosmic-ray heating; C I = heating by carbon photoionisation. Cooling Λ per
H atom (Λ/n in our notation), is shown as a full line (remember that the cooling rates are
proportional to n2): C II = cooling by [C ii]λ158 µm; O I = cooling by [O i]λ63 µm; CI*
et CI** = cooling by [C i]λ609 µm and 370 µm respectively; Lyα = cooling by excitation
of Lyman α and of other transitions; Rec = cooling by recombination on the grains. (c)
Ionization fraction ne/n as a function of the density n, under the same conditions, for three
different values of the hydrogen column density, showing the role of X-rays. (d) Temperature
(full line) and ionization parameter for the grains χT 1/2/ne as a function of density, under the
same conditions. Reproduced from Wolfire et al. [555], with the permission of the AAS.

The [C ii] cooling rate is approximately known through direct observations of the
intensity of the 158 µm line. Wolfire et al. [555] discuss relatively old observations,
that have recently been revised. The best one is probably that obtained with the
FIRAS instrument aboard the COBE satellite (Bennett et al. [31]): the intensity of the
158 µm line is well correlated at high galactic latitudes with that of the 21-cm line of
H i. The slope of the correlation gives a cooling rate of (2.65±0.15)×10−26 erg s−1

per H atom, in good agreemeent with the prediction for the standard cold gas.
Observations with the ISO satellite, when they are fully analysed, should allow us
to refine the measurement of the cooling rate in different conditions.
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It is interesting to compare the contributions of the different phases of the in-
terstellar medium to the production of the C ii line in the solar neighbourhood.
Reynolds [429] estimates the C ii line intensity at high galactic latitudes b emitted
by the ionized diffuse medium as about 3.7 × 10−7 cosec|b| erg cm−3 s−1 ster−1.
This is 4 times less than the value measured by Bennett et al. [31], (1.43 ± 0.12) ×
10−6 cosec|b| erg cm−2 s−1 ster−1, justifying their use of the [C ii] - H i correlation
to obtain the cooling rate per H atom. On the other hand Wolfire et al. [555] estimate
that the C ii line emissivity per H atom is about 8 times smaller in the warm atomic
medium than in the cold atomic medium. As the masses of these two neutral com-
ponents are similar (Table 1.1), we see that the cold atomic component dominates
the emission of the C ii line in the solar neighbourhood. The situation might be
different in other regions of the Galaxy. In the central regions the ionized diffuse
medium might dominate (Heiles [225]). Heiles et al. [226] suggest that this medium
has a more inhomogeneous structure than in the solar neighbourhood.

The articles by Wolfire et al. [555], [556] contain an interesting discussion of
the effect of the different physical parameters on the equation of state of the diffuse
medium. It is of interest to realize that the P − n relation keeps, almost everywhere,
the same shape as that shown in Fig. 8.8a. There is almost invariably a part with
negative slope for densities around 1 atom cm−3. In this part of the equation of
state, the pressure decreases as density increases, and it therefore corresponds to an
instability.

Field [180] has given a general discussion of thermal instability in low-density
media like the interstellar medium or the solar corona, ignoring the effect of self-
gravity. Let us define

L(ρ, T) = Λ − Γ, (8.55)

the generalized cooling function, which depends on the density ρ and the temperature
T of the medium. For a uniform and static medium with density ρ0 and temperature
T0, L(ρ, T) = 0. Let us introduce a perturbation of density and/or temperature while
keeping constant a thermodynamic variable A, for example either the pressure or the
density. The entropy S of the medium being defined by

1

T
= ∂S

∂E
, (8.56)

E being the internal energy of the medium, the perturbation yields a change δS in
entropy and δL in the cooling function. The variation dE of E for the duration dt of
the perturbation is

dE = −δLdt = Td(δS). (8.57)

The condition for thermal instability is thus(
∂L

∂S

)
A

> 0. (8.58)

If the perturbation is at constant volume (isochoric case), TdS = CV dT , where
CV is the specific heat at constant volume. If it is at constant pressure (isobaric case),
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TdS = CPdT , where CP is the specific heat at constant pressure. The respective
conditions for thermal instability can be written as(

∂L

∂T

)
ρ

< 0 (isochoric), and (8.59)

(
∂L

∂S

)
P

=
(

∂L

∂S

)
ρ

− ρ0

T0

(
∂L

∂ρ

)
T

< 0 (isobaric). (8.60)

The perfect gas law is assumed for the latter relation. The isobaric case cor-
responds to a horizontal line in Fig. 8.8a. Wolfire et al. [555] checked that the
instability criterion is true everywhere outside the equilibrium curve. In the region
above the equilibrium curve the pressure is higher than the equilibrium pressure
and the medium tends to contract, its representative point on Fig. 8.8a moving to
the right until equilibrium is reached. Conversely, the pressure is smaller than the
equilibrium pressure in the region under the equilibrium curve, and the medium
tends to expand, its representative point moving to the left towards equilibrium. As
a consequence, there is a single stable equilibrium configuration with a low density
at low pressures (P/k < 990 K cm−3 in the standard model). At high pressures
(P/k > 3 600 K cm−3 in the standard model) there is also a single equilibrium con-
figuration with a high density. At intermediate pressures there are three equilibrium
configurations: an unstable one which has little chance to exist in nature, and two
stable ones, with respectively low and high densities. These stable configurations,
that are supposed to be in pressure equilibrium with each other, have been identified
by Field, Goldsmith and Habing [181] as the cold atomic “clouds” and as the warm
“intercloud” medium respectively (cf. Sect. 4.1). This is the two-component model
of the interstellar medium. Several questions arise concerning this model:

i) is the observed pressure compatible with the existence of two phases in mutual
equilibrium? We saw in Sect. 4.1 that the analysis of the populations of the fine-
structure levels of C i implies 103 < P/k < 104 cm−3 K. This is compatible with
the model but there are regions with larger or smaller pressures.

ii) can the pressure equilibrium be reached? As a matter of fact, the interstel-
lar medium is strongly perturbed, principally by supernova explosions that yield
pressure fluctuations with characteristic intervals of 4×105 years at a given location
(McKee & Ostriker [359]). These fluctuations propagate with the velocity of sound

cs =
(

γP

ρ

)1/2

� 104T 1/2 cm s−1, (8.61)

in the adiabatic case, with γ ≡ CP/CV = 5/3. They fully affect the clouds if the
cloud sizes are sufficiently small so that they are crossed by the sound wave in times
smaller than the characteristic interval of the perturbations. This occurs for sizes
smaller than 0.4 pc for the cold medium and smaller than 4 pc for the warm medium.
The fluctuations are averaged, and hence attenuated, in larger structures. Thus the
relatively large dense structures can be in pressure equilibrium with the external,
lower density medium, even if this is not the case at small scales.
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iii) is there enough time to achieve thermal equilibrium? The cooling time tth
(which is equal to the heating time at equilibrium) is in the isobaric case

tth = (3/2)(1.1 + xe)nHkT

Γ
≈ 105

(
T

100 K

)(
10−26 erg s−1cm−3

Γ

)
yr, (8.62)

if xe � 1, tth ≤ 105 yr for the cold medium and thermal equilibrium can be achieved.
However, tth is much larger for the warm medium and this medium can be well out
of equilibrium. This complicates the analysis, nevertheless since the warm medium
tends necessarily to evolve towards equilibrium, the description of the interstellar
medium as a two-component medium remains qualitatively valid provided that we
consider the equilibrium conditions as an average of the real conditions.

8.3.2 The Hot Ionized Gas

The hot gas is initially produced in the shock between the rapidly expanding envelope
ejected by the explosion of a supernova and the surrounding intestellar medium (see
later Sect. 12.1). It then interacts with the denser, colder medium that is compressed
by the hot gas and is heated by conduction in the interaction zone. What remains of
the hot gas at the end of the life of the supernova spreads out in the disk and halo of
the Galaxy. The hot gas in the halo either escapes from the Galaxy or cools and falls
back onto the disk: this is the principle of the galactic fountain. We will examine
these processes in more detail in Chapters 12 and 15. They have been extensively
discussed by McKee & Ostriker [359] and by Spitzer [491], but they are still poorly
understood.

Chevalier & Oegerle [92] have suggested a dynamical in situ heating process for
the hot gas, but its efficiency is not well established. In any case this gas either cools by
conduction with the colder gas or via radiation. The radiative cooling rate is given in
Fig. 8.5. With typical values of the parameters for the hot medium, ne = 10−3 cm−3,
T = 3 × 105 K, the characteristic time (3/2)nekT/Λ for cooling is of the order of
104 yr and is thus very short (however the cooling slows down when temperature falls
below 104 K, see Fig. 8.5). Thus the hot medium tends to rapidly condense into colder
clouds. It is probably during this cooling phase that recombination produces ions like
N v, C iv and Si iv which are observed through absorption lines in the interstellar
medium. Because the recombination of electrons with ions, with a rate varying as
T−1/2, is slower than cooling at these temperatures, this medium is probably not in
thermal equilibrium, as we already mentioned Sect. 5.3.

8.3.3 H ii Regions

The principle of the determination of the equilibrium temperature in H ii regions is
relatively simple because only a few processes are of importance. They are schemati-
cally summarized in Fig. 8.6. The heating is dominated by ionization and the cooling
by the emission of forbidden lines and by free–free emission. The actual calculation
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is however rather complex as we must take into account the transfer of ultraviolet
radiation and solve the equations of ionization equilibrium for a large number of
atomic and ionic species. The results are to be found in specialized papers devoted to
models of H ii regions. We will only say here that the temperature, which is always
of the order of 104 K, depends to some extent upon the spectral type of the ionizing
star, but mainly upon the abundance of those ions that are responsible for the cooling.
If these ions are underabundant the temperature is higher since the cooling is less
efficient. This affects in turn the degrees of ionization of the various elements. For
example, if the abundance of oxygen, the main cooling agent, is smaller the tempera-
ture is higher as is the degree of ionization O++/O+ because recombinations are less
frequent, their rate being proportional to T−1/2. T can reach 15 000 K if the abun-
dances are low (in some extragalactic H ii regions). As a consequence the intensity
of the [O iii]λ4 959 + 5 007 lines increases with respect to that of the recombination
lines such as Hβ at 4 861 Å. Another reason for this increase is that the upper levels
of these fine-structure transitions are more populated due to the higher temperature.
The [O iii]/Hβ intensity ratio reaches a maximum with decreasing abundance of
oxygen but eventually decreases when this abundance becomes extremely low. On
the other hand the intensities of the [O ii]λ3 727+3 729 lines decrease continuously
with the decreasing abundance of oxygen.

8.3.4 Molecular Clouds

The heating and cooling processes in molecular clouds are relatively simple if we
neglect their outer regions which are actually photodissociation interfaces. These
interfaces will be discussed in Chap. 10. The heating in the deep regions of these
clouds is due to cosmic rays, with a contribution of gas–grain collisions if the density
is high enough. The cooling is due to the rotational lines of CO and of its isotopic
substitutions, with probably also an important contribution from the forbidden lines
of C i. Goldsmith & Langer [204] and, subsequently, other authors have discussed
the case where the heating is due only to cosmic rays. They find gas temperatures of
the order of 10 K. Falgarone & Puget [170] add gas–grain collisions to cosmic-ray
heating, assuming that the molecular cloud is immersed in a rather intense far-
infrared radiation field. They find gas temperatures lower by about 5 K than the dust
temperature (15 to 20 K in their example) for a density of 104 mol. cm−3. If the
density is 105 mol. cm−3, the gas and grain temperatures are nearly equal. We should
keep in mind that their model is rather specific but the order of magnitude values
that they give are certainly representative.
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The physical chemistry that determines the formation and destruction of interstellar
molecules is of great interest for understanding the interstellar medium and elemen-
tary chemical processes. This interest leads to the formation of an “astrochemistry”
community, which gathers together astronomers, chemists (mainly theoreticians)
and molecular physicists. This community is very active. Amongst relatively re-
cent reviews of the subject we have used those of Lequeux & Roueff [316] and
of van Dishoeck [530]. A good introduction to the field is the book by Emma
Bakes [14]. A recent compendium of useful gas-phase reactions is to be found in
Millar et al. [371]. This group maintains the UMIST (University of Manchester
Institute of Science and Technology) data base. Gas-phase chemical reactions have
been more deeply studied than reactions on the surface of interstellar dust grains.
The latter are much less understood, although they are of comparable importance.
We will examine in turn these two kinds of reactions.

9.1 Gas-Phase Chemistry

The physical conditions in the interstellar medium have profound implications for
possible chemical reactions. At the low temperatures of molecular clouds and the cold
atomic medium only exothermal reactions are possible. Moreover some reactions,
even if exothermal, have a potential barrier (also called an activation barrier) that
must be overcome by the particles before reaction. These reactions are thus not
possible if the temperature is too low for this barrier to be overcome. The situation
is different in photodissociation regions and shocks where the higher temperatures
make possible some endothermal reactions and reactions with an activation barrier.
We will see in Chapters 11 and 13 that even in the diffuse interstellar medium shocks
and turbulence generate warm zones where reactions that are otherwise not possible
can occur. Ion–molecule reactions most often have no activation barrier and are thus
favored in the neutral medium, forming molecular ions of increasing complexity.
Neutral molecules are formed by dissociative recombination of these ions with free
electrons. If there are ultraviolet photons, molecules can be photodissociated into
smaller fragments or photoionized. We will study the main processes we have just
mentioned. This study is incomplete because some processes will only be mentioned
in passing, e.g. collisional dissociation and reactions with negative ions which do
not appear to be as important as the other processes.
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9.1.1 Ion–Molecule Reactions

These reactions are of the type A++ B
k→ C++ D, where k is the reaction rate,

defined in such a way that the number of reactions per cm3 and per second is
k nA+nB, nA+ and nB being the respective densities of the reaction partners. k is thus
expressed in units of cm3 s−1.

An ion approaching a neutral molecule induces an electric dipole that in turn
creates an attractive force on the ion. The ion can thus be captured by the molecule.
Ion–molecule reactions are possible at low temperatures, provided that they are
exothermal and without an activation barrier which would hinder the approach of
the ion. If the molecule has no permanent dipole moment (H2 is an example), the
long-distance interaction potential is

V(R) = −αq2

2R4
. (9.1)

where α is the polarizability of the molecule, such that 〈p〉 = αE, E being the
electric field and 〈p〉 the average of the induced dipole moment over all possible
orientations of the molecule (molecules like H2, N2 etc. can in fact be considered
as quasi-spherical). q is the charge of the ion and R the ion–molecule distance.
A classical trajectory calculation gives the ion-neutral cross-section. Assuming that
every encounter yields a reaction gives the reaction rate; this is called in this case
the Langevin rate,

kL = 2π(αq2/mr)
1/2, (9.2)

where mr is the reduced mass of the collision partners (8.9). The Langevin rate
does not depend upon temperature. If one of the partners is H2, with a polarizability
α = 4.5 a3

0, a0 being the Bohr radius (0.528 Å), kL is close to 2 × 10−9 cm3 s−1.
Laboratory experiments confirm this order of magnitude for ion–molecule reactions
at room temperature. In the absence of measurements it is recommended to use the
Langevin rate at relatively high interstellar temperatures (several tens of degrees).
However, at low temperatures the rate becomes quite sensitive to the details of the
potential surfaces between the neutral and the ion, and the reaction rate can be
temperature-dependent. It is thus very important to measure the reaction rates in
order to obtain results useful for low-temperature interstellar chemistry. Fortunately,
this is presently possible for many reactions of interest.

If the neutral target molecule has a permanent dipole moment the long-distance
interaction potentiel is anisotropic and takes the form

V(R, θ) = −αq2

2R4
− qMD cos θ

R2
, (9.3)

where MD is the modulus of the permanent dipole moment of the molecule and θ

the angle between this moment and the ion–molecule direction. The trajectory cal-
culation is complex because it is necessary to average over the possible orientations
of the molecule. A quantum calculation is required for low temperatures because the
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partition function for the rotation levels of the molecule is affected by the interac-
tion. Theory predicts an increase in the reaction rate at low temperatures. A useful
approximation for the rate is

k(T) = k1[1 − exp(−k0/k1)], with
k0 = kL [1 + M2

D/(3αB0)]1/2, k1 � kL + 0, 4qMD
√

8π/mrkT ,
(9.4)

B0 being the rotation constant of the molecule (cf. Sect. 4.2).

9.1.2 Radiative Association

Radiative association is the direct combination of two particles, neutral or
ionized, with de-excitation of the formed molecule by emission of a photon:

A + B
k→ AB + hν. For this process to be efficient it is necessary that the molecule

be formed in a state linked, by permitted transitions, to the fundamental level, so that
it can get rid of its excess energy by emission of a photon. This is not the case for
H2, which therefore cannot form by direct association of two H atoms (cf. Fig. 4.8).
It is only possible to form H2 if a third H atom takes away the excess energy through
a collision when the two first H atoms are close to each other; this is a 3-body reaction
which requires very high densities (nH > 1011 cm−3) which are not encountered in
the interstellar medium. Actually H2 is mainly formed on the surface of interstellar
grains (see Sect. 9.2).

It is possible to obtain an estimate of the reaction rate in the following way, sup-
posing that the two partners A and B are neutral atoms. A semi-classical expression
for the radiative association cross-section is, assuming straight-line trajectories and
integrating over the impact parameter b,

σRA =
∫ [∑

i

gi Ai(R)δt

]
2πb db, (9.5)

where gi is the probability for A and B to approach each other on a particular potential
energy curve i, Ai(R) is the probability of spontaneous emission per second from
this curve to the fundamental level of the molecule, and δt is the duration of the
interaction. For an order of magnitude estimate, we can write

σRA ∼ gA(R0)tπb2
c . (9.6)

t ∼ 10−14 s is the duration of the collision, 0 ≤ g ≤ 1, and A(R0) � 106 s−1

for an electron dipole transition. πb2
c is a geometrical cross-section for which bc is

a critical impact parameter that can be obtained through classical considerations.
A reasonable order of magnitude is πb2

c � 300a2
0. Then, in the most favorable case

for which g = 1, σRA � 3×10−6a2
0, a very small value. The corresponding reaction

rate is k = 〈v〉σRA � 10−17 cm3 s−1. Radiative association is therefore a slow
process. It can however be efficient if one of the partners is abundant (H or H2), and
if no other exothermal channel exists for the formation of the molecule.
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A low temperature a long-lifetime complex can form if one of the partners
is a polyatomic molecule. We can obtain an order of magnitude estimate for this
lifetime as follows.

The first step of the process is the formation of the complex:

A + B
k f→←
kd

AB∗. (9.7)

The second step is the emission of a photon:

AB∗ kr→ AB + hν. (9.8)

At equilibrium the formation rate k f of the complex is equal to its destruction rate
either by separation of the components (kd), or by formation of the stable molecule
(kr). The formation rate for the molecule being

d[AB]/dt = kRA[A][B], (9.9)

we then have

kRA = k f kr

kd + kr
, (9.10)

and, as often kd � kr ,
kRA � (k f /kd)kr . (9.11)

Thermal equilibrium implies that

k f /kd = Q′(AB∗)
Q′(A)Q′(B)

, (9.12)

where Q′ is the partition function per unit volume (different from that of (3.71)
which gives only the internal, non translational part of the partition function for
a molecule). We find in Herbst [233] and in Bates & Herbst [24] how to calculate
this expression.

Direct experimental determinations are very difficult for this process because
three-body reactions, which imply collision with another particle during the lifetime
of the AB∗ complex, are unavoidable in the laboratory and are in general much faster
than radiative de-excitation. However, as explained by Herbst [233], measurements
of three-body reaction rates do allow us to indirectly obtain information on radiative
de-excitation rates. Much remains to be done in this field.

9.1.3 Dissociative Recombination

Neutral molecules are often produced via dissociative recombination of a molecular

ion with an electron: AB++e
k→ A+B. Figure 9.1 illustrates this process. Its theoret-

ical study is complex as can be seen on this figure, and the laboratory measurement
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is difficult. Some dissociative recombination rates of major importance, such as that
of H+

3 which as we will see plays a fundamental role in interstellar chemistry, are
still controversial. The many measurements of the reaction give incompatible results.
Another problem is that of the branching ratio between the various possible products
A and B of dissociative recombination. Fortunately it is now possible to measure
this ratio in the laboratory for a number of molecules (cf. for example Herbst & Lee
[234]).

Fig. 9.1. Potential energy curves illustrating dissociative recombination. (a) In the direct
process, an electron with energy E excites a transition of the stable ion XY+ to a repulsive
state of the neutral molecule XY which crosses the energy curve of the ion. This repulsive
state most often leads to dissociation into X + Y. (b) In the indirect process, the electron
excites an energy level of an excited electronic state XY∗ of the neutral molecule, which
crosses a repulsive state of this molecule that can lead to dissociation.

9.1.4 Neutral–Neutral Reactions

Reactions between neutral atoms or molecules can play a role in low-temperature
interstellar chemistry. They are fundamental at the higher temperatures reached
in shocks, photodissociation regions and regions of intermittency in interstellar
turbulence. The main difficulty in their study is the determination of the long-range
potentials. In particular, the weak van der Waals attraction forces can be cancelled
or overcome by small variations in the slope of the potential surface between the
approaching particles. This produces an activation barrier Ea. The reaction rates
then take the form

k = kN e−Ea/kT . (9.13)

When it is possible to measure the reaction rate at different temperatures the
activation barrier can be determined experimentally.

There is generally no activation barrier between free radicals (molecules in which
valence bonds are not all satisfied and which possess one or several single, unpaired
electrons) or between a free radical and an unsaturated molecule. If one of these free
radicals possesses a permanent dipole or multipole moment, long-range electrostatic
interactions occur. One of the possible interaction potentials is generally attractive
and the reaction can take place. In such cases the reaction rate generally increases at
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lower temperature, because the radicals can form a complex with low binding energy
during the encounter. It is crucial for interstellar chemistry to directly measure these
reaction rates at low temperatures because their predictions using quantum chemistry
methods are often uncertain.

9.1.5 Photodissociation and Photoionization

These are the main mechanisms leading to the destruction of molecules in the diffuse
interstellar medium and in the outer parts of molecular clouds where ultraviolet
radiation can penetrate. There are still appreciable effects in clouds at a total visual
extinction AV of 2 to 10 magnitudes. These are the translucent clouds, that have
been much studied theoretically (see e.g. van Dishoeck & Black [529]). Even in
the deep regions of molecular clouds, ultraviolet photons are created by radiative
de-excitations following collisional excitation of H2 and He by cosmic rays or by
secondary electrons from cosmic-ray ionization (see Sect. 8.1; Gredel et al. [208]).

Photodissociation is represented by a parameter β, expressed in s−1, which
defines the disappearance of molecule AB via the reaction AB + hν = A + B

dn(AB)/dt = βn(AB). (9.14)

β depends upon the intensity of the UV radiation and upon the photodissociation
cross-section σν:

β =
∫

σν Iν dν. (9.15)

The definitions and notation for photoionization are similar. Van Dishoeck &
Black [528] gives a comprehensive review of these mechanisms. Many experimen-
tal determinations of cross-sections have been performed, in particular with UV
synchrotron sources. In general photodissociation occurs via the absorption of UV
continuum photons, with the very important exceptions of H2 and CO (see Fig. 4.7
for a portion of the UV absorption spectra of these molecules). There are extensive
studies of H2 photodissociation due to its astrophysical and fundamental interest: see
in particular van Dischoeck & Black [528] and Warin et al. [541] for astrophysical
applications. Since photodissociation then occurs via absorption in strong lines, the
UV radiation is considerably deprived of photodissociating photons after these lines
become optically thick and the medium is thus self-shielded against photodissoci-
ation. This is the case for H2 and for CO and isotopically substituted molecules.
Self-shielding is less important for HD because this molecule is not very abundant.
Conversely, H2 is efficiently self-shielded, even in the diffuse interstellar medium,
by saturation of its UV lines and also by UV extinction by dust as soon as the
column density reaches a few 1020 H atoms cm−2. This can be seen in Fig. 4.10.
In photodissociation regions the column density above which H2 is self-shielded
depends upon the density and upon the UV radiation field, as discussed in Chap. 10.
CO is photodissociated at greater depth, and its isotopomers still deeper because
their abundances are smaller. We will examine the consequences of this in Chap. 10.
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This is complicated by the line overlap between all these molecules (see Fig. 4.7) so
that their photodissociations are not independent of one another.

The photodissociation rate of isolated H2 molecules in the local interstellar radi-
ation field is approximately R0 = 4.7 × 10−11 s−1 (Abgrall et al. [3]). Inside a cloud
or a photodissociation region the UV field is attenuated in the photodissociation
lines. As a first approximation this attenuation is proportional to the square root of
the column density NH2(s) of H2 molecules until depth s. This is because most of
the lines are on the damping part of the curve of growth ((4.34) and Fig. 4.4). The
destruction rate at depth s is then, the external parts of the cloud being illuminated
by a UV field equal to χ times the local interstellar field,

D(s) = χR0β

NH2(s)
1/2

nH2(s), (9.16)

where β = 4.5 × 105 cm−1 is the self-shielding parameter (Jura [274]) and nH2(s)
is the density of molecular hydrogen.

9.2 Chemistry on Dust Grains

It is clear that chemistry at the surface of dust grains plays a very important role in the
formation and destruction of interstellar molecules. It has been known for a long time
that H2 can only form on grains because its formation in the gas phase is generally
impossible as discussed Sect. 9.1.1 There was a suspicion that other molecules would
form in the same way but there was also a tendency to neglect such processes, mainly
because they were poorly known. Such a neglect is unacceptable today, since there
is much direct or indirect evidence for grain chemistry. The most direct evidence
is the presence of CO2 in ice mantles covering dust grains in the deeper regions of
molecular clouds. This molecule is not abundant in the gas phase. It has also been
claimed that the large abundance of deuterated molecules (HDO, HDCO, CH3OD,
etc.) and even of doubly deuterated ones like D2CO and ND2O (Turner [520], Loinard
et al. [334],[335]) is evidence for grain surface chemistry. It is often considered that
these molecules are difficult to form in the gas phase since deuterium enrichment
occurs via isotope exchange reactions with HD, the main reservoir of deuterium:
but deuterated molecules are observed in warm molecular clouds (hot cores), such
as in some parts of the Orion molecular cloud, or in protostellar environments.
The idea is that interstellar grains were previously at lower temperatures where the
deuterium enrichment of molecules should be easy. However, it has recently been
shown that deuterated and even doubly deuterated molecules can form in the gas

1 It is however possible to form H2 via the H− ion: H + e → H− + hν, followed by H−+
H → H2+ e, or via the H+ ion: H++ H → H+

2 + hν, followed by H+
2 + H → H2+ H+.

However these mechanisms are negligible except in circumstances where the degree of
ionization is exceptionally high: see Jenkins & Peimbert [262]. Petrie & Herbst [404] give
some examples where negative molecular ions can play a role in interstellar chemistry.
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phase in a medium where CO is very deficient (Tiné et al. [515]). Moreover, at least
some molecules in grain ice mantles do not seem to be much enriched in deuterium
(d’Hendecourt, private communication). The question is therefore still open.

We will now examine the formation of H2 on grains and then other chemical
reactions.

9.2.1 H2 Formation on Grains

The formation of H2 on grains was studied as early as 1971 by Hollenbach & Salpeter
[241], then by Jura [275], Duley & Williams [145], etc. The principle is very simple.
Two H atoms stick onto a dust grain, encounter one another and form an H2 molecule,
the excess energy being transferred non radiatively to phonons in the grain and then
in part to excitation of the H2 molecule. We saw in Sect. 9.1 that the H2 molecule is
unable to radiate away its excitation energy so that it cannot form in the gas phase at
interstellar densities. The details of the formation of H2 on grains are rather complex
and still poorly known. Here we will only describe some of the basic principles, first
in the unrealistic case of a perfect surface, following Hollenbach & Salpeter [241]
where a deeper study can be found. Then we will discuss the processes that occurs
on more realistic surfaces.

An H atom striking a dust grain has a probablity S to stick on it (physisorption).
In principle, S depends upon the gas temperature, the grain temperature and the
binding energy D for adsorption, and also upon the nature of the grain. D being
probably much higher than the kinetic energy of H atoms in the cold interstellar
medium, the gas temperature intervenes only through the collision rate. The average
time for the sticking of H atoms onto the surface of a dust grain with geometrical
cross-section σd = πa2 is

ts = (SnH〈vH〉σd)
−1, (9.17)

where 〈vH〉 = (8kT/πmH)1/2 is the mean velocity of the H atoms. The adsorbed
atom can evaporate within a characteristic time given by

tev � ν−1
0 exp(D/kTd), (9.18)

where ν0 ∼ 1013 Hz is the characteristic vibration frequency of the lattice and Td the
grain temperature. However, the H atom can also hop across the surface of the grain
until it encounters another H atom and forms a molecule. Hopping is a quantum
process and depends only very weakly upon temperature. This is a fast process
because hydrogen atoms are very mobile. However, for H2 formation to be efficient,
the atoms must have time to move appreciably before evaporating, implying that the
grain temperature is lower than some critical temperature Tcrit .

H2 molecules in the surrounding gas can also stick on the grain and evaporate.
Their evaporation is function of a binding energy D2 slightly larger than that for H
atoms. The evaporation time for molecules is then tev2 � ν−1

0 exp(D2/kT). Below
a critical grain temperature T ′

crit , most of the N sites where molecules can stick are
occupied by them. T ′

crit is estimated by considering a steady state where the sticking
time ts2 � (S2nH2〈vH2〉σd)

−1 of molecules is equal to N−1tev2:
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kT ′
crit = D2

ln(Nts2ν0)
. (9.19)

To be able to form a molecule, H atoms must find the grain surface sites that
are not occupied by H2 molecules, for this we must have Td > T ′

crit . The reason for
this is that the binding energy on a H2 monolayer is considerably smaller than on
any other solid surface, so that atoms can stick on it only if the grain temperature is
smaller than 6.5 K, which is never the case (cf. Sect. 7.2). On the other hand, the atom
must have time to move to find a partner before evaporating, requiring Td < Tcrit .
In this simple model, H2 formation is only possible within a small range of grain
temperatures, from 11 K to 13 K in the numerical example given by Hollenbach &
Salpeter [241].

More realistic surfaces possess privileged sites where atoms preferentially stick
by chemisorption. What occurs there is more complex. The main result is that Tcrit

is larger because the binding energy for these sites is larger than the average D. It
perhaps reaches 25 K. Then the formation temperatures become compatible with the
observed grain temperatures in a moderate radiation field. It is, however, difficult to
obtain really quantitative results because of our poor knowledge of the exact nature
of grains (silicates, graphite, PAHs, ice or organic grain mantles...) and of the state
of their surfaces (amorphous, crystalline, fluffy...). We cannot acknowledge here the
many studies on the subject made during the last 30 years. We will only say that no
major difficulty arises to account for the observed H2/H i ratios in the interstellar
medium. A particularly clear study of the formation/photodissociation equilibrium
of H2 is that of Jura [274]. For a recent experimental study, see Katz et al. [280].

In the favorable temperature range, we may assume that every H atom adsorbed
on a grain will form an H2 molecule with a partner H atom, and that the formation
rate of H2 can simply be written as

k = 0.5 nH〈nd(a)πa2〉〈vH〉S cm3 s−1, (9.20)

where nd(a) is the density of grains with radius a. Numerically, we obtain by
integration over the MRN grain size distribution, with a grain/gas ratio similar to
that in the solar neighbourhood,

k � 8 × 10−17SnH(nH + 2nH2)(T/100 K)1/2 cm3 s−1. (9.21)

The main unknown here is the sticking probability S, for which values between
0.3 and 1 could be adopted. Uncertainties are so large that it is provisionally prefer-
able to use the formation rate determined empirically by Jura [274] from the column
densities of H and H2 observed in different directions. This is given by

k = 3 × 10−17nH(nH + 2nH2) cm3 s−1. (9.22)

This expression will be used later in Chap. 10.
An important question is the distribution of the energy released by the formation

of H2 (4,48 eV) between the different possible forms. This question was shortly
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discussed in Sect. 8.1. In particular, it would be important to know in which excited
states the molecule is formed. A specific prediction has been made by Duley &
Williams [145] for the formation of H2 on amorphous silicates. They conclude that
the molecule is, to a large extent, in vibrationally excited states but in the fundamental
rotation state. They mention however that the situation could well be different on
other types of grain. Le Bourlot et al. [304] calculate the infrared spectrum resulting
from the de-excitation of H2 in a molecular cloud, under different hypotheses about
its excitation. Confrontation with observation might yield progress although other
excitation mechanisms (UV fluorescence and collisional excitation in shocks) might
render the conclusions ambiguous. Laboratory experiments are badly needed.

9.2.2 Formation of Other Molecules on Grains

Clearly many molecules other than H2 can also form on grains. Some can form inside
mantles, stay imprisoned and eventually escape to the gas by mantle evaporation due
to heating or after total or partial grain disruption by grain–grain collisions (see
further Chap. 13 and 15). Others are formed on the grain surface and have some
mobility allowing them to take part in chemical reactions. They might be evaporated
into the surrounding gas or photo-desorbed after absorption of a UV photon by the
grain. A good introduction to these processes is given by d’Hendecourt et al. [122].
The possible reactions are essentially between neutral species, and are limited by
the possible presence of activation barriers. These are above all reactions with free
radicals, but some such reactions like H + HCO → H2CO appear to have an
activation barrier. Examples of permitted reactions are:

H + C → CH
H + N → NH
H + O → OH
H + CH → CH2, and so on until CH4

H + NH → NH2, and so on until NH3

H + CO → HCO
H + OH → H2O
O + C → CO
O + CO → CO2

2

OH + OH → H2O + H
HCO + OH → CO + H2O
HCO + HCO → H2 + 2CO

Note however that an activation barrier can be crossed by the tunnelling effect. The
characteristic time for barrier crossing is

ttun = ν−1
0 exp

[
2a

h
(2mEa)

1/2
]

, (9.23)

2 This reaction has often considered as having an activation barrier. However recent obser-
vations show that this is not the case: see Sect. 7.4 and Fig. 4.11.
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where ν0 ∼ 1013 Hz is the vibration frequency of the lattice. a, of the same order as
the distance between atoms in the lattice, i.e. ∼ 10−8 cm, and Ea are respectively
the width and the height of the barrier. m is the mass of the particle. The crossing
time is of the order of 2 × 10−10 s for hydrogen if the barrier corresponds to 350 K.
Reactions with a small activation barrier are therefore possible, but they are much
slower than reactions with free radicals.

In order for molecules to return to the gas phase without total or partial destruction
of the grain, or without external heating, a desorption process is necessary. For H2

a part of the formation energy is used to eject the molecule from the grain. This
is also possible for molecules formed on the surface of very small grains, because
their formation energy transferred to the grain might heat it sufficiently for the
thermal ejection of the molecule. The arrival of a UV photon can also produce
desorption, but this phenomenon is poorly understood. It is probably important in
the external regions of molecular clouds where it can prevent the formation of ice
mantles on grains. Inside clouds this process is inefficient but the transient heating of
the grain, when hit by a cosmic ray, might produce limited evaporation. Finally the
accumulated energy of several chemical reactions in the grain mantle might lead to
an explosion and then to the ejection of its constituants: see Tielens & Hagen [512]
and d’Hendecourt et al. [122] for a study of these processes.

9.3 Equilibrium Chemistry and Chemical Kinetics

After a network of chemical reactions as complete as possible has been set for
a given astrophysical situation, and all the corresponding reaction rates have been
compiled or estimated (they might be very uncertain in some cases), it is possible to
calculate the equilibrium abundances of the various chemical species. Alternatively,
the time evolution of these abundances can be calculated starting from some initial
composition. The latter method, which is almost exclusively used today, is undoubtly
preferable because some crucial reactions, for example some radiative association
reactions, can be so slow that the equilibrium is never reached in times comparable
to the typical lifetime of the medium (say 106 years for an interstellar cloud).

The equilibrium treatment is relatively simple. In an irreversible reaction, steady
state simply implies that the formation and the destruction rates are equal. Suppose

that a molecule X is formed by the reaction A + B
k f→ X + . . ., and is destroyed by

the reaction X + Z
kd→ products. The variation with time of the concentration of X is

d[X]/dt = k f [A][B] − kd[X][Z], (9.24)

hence in steady state

[X]S = k f [A][B]
kd[Z] . (9.25)

Similarly, if the destruction of X is due to photodissociation with rate β, the
destruction rate is d[X]/dt = −β[X] (9.14), so that in steady state
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[X]S = k f [A][B]
β

. (9.26)

For a reversible reaction (a rarer case in the cold interstellar medium) of type
A + B

→← C + D +∆E, chemical equilibrium implies if there are no other reactions:

[C][D]
[A][B] = exp −(∆E/kT). (9.27)

However, we have most often to deal with a complicated network of reactions. An
interesting example is the formation and destruction of some deuterated molecular
ions of type AD+ in molecular clouds (Guélin et al. [212]). This is based on isotopic
exchange with HD, the main reservoir of deuterium:

AH+ + HD
ka→← AD+ + H2 + ∆E. (9.28)

Destruction of AD+ occurs i) through dissociative recombinaison with elec-
trons, with a rate kb; ii) through the inverse reaction of formation, with a rate
ka exp(−∆E/kT); iii) through other reactions with species i of density ni , with rates
ki . Setting the formation and the destruction rates equal, we obtain

R = n(AD+)

n(AH+)
= n(HD)ka

nekb + n(H2)ka
exp(−∆E/kT) +

∑
i

niki . (9.29)

Knowing the reaction rates, the abundance of HD with relative to H2 (about
3 × 10−5, twice the cosmic abundance of deuterium), the ni and ∆E, we can derive
from the measurement of the AD+/AH+ abundance ratio, the electron density ne in
the cloud.

In steady state, it suffices to solve a set of algebraic equations similar to (9.28),
which raises no difficulty. In the non-steady state, we must solve a set of differential
equations like (9.23), a more complex problem. If we also take into account grain
surface reactions and grain–gas exchanges, the treatement is even more complicated,
although perfectly feasible on a modest work station. Grain chemistry can be handled
either using kinetic equations similar to those used for the gas, or by Monte-Carlo
methods in which the arrival of particles on the grain is simulated, leading to their
displacement on the surface, molecule formation and ejection. The Monte-Carlo
methods are more exact but they are more difficult to couple with the kinetic chemical
equations for the gas: see the dicussion in Shalabiea et al. [467]. There exist many
compilations of reactions, of their rates and of other useful parameters, for example
that of Hasegawa & Herbst [222] for reactions on solid surfaces, or those of Le
Bourlot et al. [302], Bettens et al. [38], Warin et al. [541] and Millar et al. [371]
(the UMIST data base) for gas-phase reactions. A compendium of results of recent
chemical models in dense clouds is given by Lee et al. [309].
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9.4 Some Results

It is out of question to give here even a superficial review of the works made in
the domain of interstellar chemistry. We will only describe some principles that
apply to the diffuse interstellar medium and to molecular clouds. The chemistry in
photodissociation regions, in shocks and in intermittency regions of the turbulent
medium is left to the corresponding chapters.

9.4.1 Chemistry in the Diffuse Interstellar Medium

We consider the diffuse medium as characterized by a density of a few tens of particles
per cm3, a temperature of the order of 100 K (we exclude here the warm diffuse
medium where chemistry is negligible due to the low density), and the presence
of a UV radiation field. Carbon is almost entirely ionized and supplies most of
the free electrons. Molecular hydrogen is present as soon as the column density
reaches a few 1020 H atoms cm−3. Besides the formation of H2, grain chemistry
does not appear to play an important role in this medium. The chemistry is thus
essentially a gas-phase chemistry starting from C+ and H2; for a detailed study see
van Dishoeck & Black [527]. We do not expect a priori to find complex molecules
in the diffuse medium: the lifetime of molecules is not long enough, because they
are rapidly photodissociated by UV radiation. As a matter of fact, in this medium
we find diatomic molecules like H2, CO, CN, CH, CH+, OH, C2, CS and SiO. But
it was a surprise to also find more complex molecules like HCO+, N2H+, HCN,
HNC, C2H, C3H2 and H2CO. The abundance of these molecules is generally well
determined because they are often observed through their absorption lines, either
in the UV and visible wavelength range or at millimetre to decimetre wavelengths.
An exception is H2CO for which complicated excitation effects prevent accurate
abundance determinations. For a discussion, see the papers by Liszt and Lucas,
in particular [328], [329], [339], [340], and references in these papers. The most
striking results are the excellent correlations between the abundances of HCO+,
OH and C2H, molecules that appear as soon as H2 is present at an extinction of
AV ∼ 0.25 mag., and also the very high abundance of several multiatomic species.
In translucent clouds where AV is of the order of 1 magnitude or more, even more
complex molecules are found (Turner et al. [521]). For recent results on this topic,
see the series of papers by Liszt and Lucas (Liszt & Lucas [330] and references
herein).

The two initial reactions for carbon chemistry are radiative association reactions,
they are very slow:

C++ H → CH++ hν (k = 10−17 cm3 s−1).
C++ H2 → CH+

2 + hν.

The rate of the second reaction has been determined by many laboratory experiments
and theoretical calculations, with discordant results. In spite of these discrepancies
it is clear that none of the rates for these two reactions is large enough to account
for the observed abundance of CH+ in the diffuse medium. Another reaction that
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can be thought of, C++ H2 → CH++ H, is endothermic (∆E = −0, 4 eV). One
possibility to get out of this deadlock is that CH+ is formed at high temperature by
this fast reaction, either in shocks or in turbulence intermittent regions (Chapters 11
and 13). Once CH+ is formed, other carbonaceous molecules can be formed without
difficulty. However, it is not certain that there will be enough of its progenitor to
form C3H2. This progenitor is most probably C3H+

3 , the formation reaction being
C3H+

3 + e → C3H2+ H.
The formation of oxygen-bearing molecules like OH, CO and HCO+ starts in

principle from H+ and H+
2 , which are produced by cosmic-ray or X-ray ionization.

OH is the first product to be formed and is the progenitor of CO and HCO+. The
corresponding reactions are (van Dishoeck & Black [527], Viala et al. [535]):

H++ O → O++ H (charge-exchange reaction), followed by
O++ H2 → OH++ H.
Also,
H+

2 + H2 → H+
3 + H, then

H+
3 + O → OH++ H2.

Then
OH++ H2 → H2O++ H, and finally
H2O++ e → OH + H.

OH is rapidly destroyed by the neutral–neutral reaction without activation barrier:
O + OH → O2+ H, as well as H2O by various reactions, which are fast even at

low temperatures because of its large permanent dipole moment.
CO and HCO+ are formed from OH:

C++ OH → CO + H+, and
C++ OH → CO++ H, followed by
CO++ H → CO + H+, and by
CO++ H2 → HCO++ H.

HCO+ can also be formed by
C++ H2O → HCO++ H.

Finally HCO+ is destroyed by
HCO++ e → CO + H.

This set of reactions cannot account for the absolute abundances and for the abun-
dance ratios observed for OH, HCO+, CO and H2CO (cf. Lucas & Liszt [338]).
However the last reaction is sufficient to account for the abundance of CO, the
problem being in the formation of HCO+ (Liszt & Lucas [329]). Therefore, there
are major difficulties with understanding the chemistry of the diffuse interstellar
medium. The solution is perhaps, like for CH+, in shock chemistry or in chemistry
in intermittent regions, that will be examined later. However, Liszt & Lucas [329]
observe no anomalies in the profiles of the molecular lines of the diffuse interstellar
medium, such as splitting, asymmetries or wings, that would indicate such dynami-
cal processes. However, they see an ubiquitous weak, broad absorption component
that might correspond to the superimposition of such processes along the line of
sight. It may be that these processes are so fast and so localized that the chance to



9.4 Some Results 223

observe them individually is small, while some of their products can be seen due to
their longer lifetimes. In any case, the problem cannot be considered as solved yet.

9.4.2 Chemistry in Dense Molecular Clouds

The situation in dense molecular clouds is very different. Here hydrogen is essen-
tially molecular, and there is little UV radiation so that direct ionization of carbon
is negligible. The source for ions and free electrons is cosmic-ray ionization of
molecular hydrogen and of what remains of atomic hydrogen and of helium, pro-
ducing respectively H+

2 , H+ and He+. We have already mentioned the following
fundamental reaction in the preceding section:

H+
2 + H2 → H+

3 + H.
Carbon chemistry is then initiated by

C + H+
3 → CH++ H2.

A series of exothermal reactions follow:
CH++ H2 → CH+

2 + H,
CH+

2 + H2 → CH+
3 + H.

But the following such reaction starting from CH+
3 is endothermic and only radiative

association allows this to proceed further:
CH+

3 + H2 → CH+
5 + hν.

This reaction is known in the laboratory but exhibits a considerable complexity.
Methane is then obtained by dissociative recombination:

CH+
5 + e → CH4+ H.

The ion chemistry of oxygen is similar to that described in the previous section for
the diffuse medium, but now there are no great discrepancies between the predictions
of this chemistry and observations. We can also produce CO via other, rather more
efficient channels like C + H3O+ → HCO++ H2 or CH+

3 + O → HCO++ H2,
followed by dissociative recombination of HCO+. As CO is a very resilient molecule
and the destruction processes inefficient, we expect that most of the gaseous carbon
is in CO.

Although the preceding description gives a qualitatively correct idea of the gas-
phase chemistry, it is only schematic. Figure 9.2 and 9.3 show diagramatically more
complex, but still simplified versions of the carbon and of the oxygen chemistries,
which are in fact very much coupled. Similar diagrams can be drawn for the chemistry
of nitrogen, sulphur, etc.

However the predictions of the gas-phase chemistry models, even time-depen-
dent, are not in good quantitative agreement with observations. For example:

- observations of the lines of C i in the direction of molecular clouds suggest that
there is a large quantity of neutral carbon in these clouds, while models predict
that almost all the carbon should exist as CO;

- the abundances of O2 and of H2O are considerably smaller than predicted by
the models (actually O2 has never been convincingly detected). If the small
abundance of H2O could be explained by condensation on grains, this explanation
cannot hold for O2 which is not found in the solid phase either [525].
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Fig. 9.2. A somewhat simplified version of the gas-phase chemistry of carbon in dense molec-
ular clouds, and of its coupling with oxygen chemistry. Exothermic reactions are symbolized
by arrows joining one of the parent products to the resulting one, the other parent partner
being indicated near the arrow. From Prasad et al. [415], with the kind permission of Kluwer
Academic Publishers.

Fig. 9.3. A somewhat simplified version of the gas-phase chemistry of oxygen in dense molec-
ular clouds, and of its coupling with carbon chemistry. Exothermic reactions are symbolized
by arrows joining one of the parent products to the resulting one, the other parent partner
being indicated near the arrow. From Prasad et al. [415], with the kind permission of Kluwer
Academic Publishers.
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Several explanations can be given for these discrepancies. One is of course that
grain–surface reactions have been neglected. Actually those models which take them
into account give better results (see for example the models of Hasegawa & Herbst
[222]), however without solving the abundance problems we just mentioned. Bergin
et al. [35] (see also Bergin & Langer [36]) also obtain interesting results while
taking only into account gas-phase reactions and depletion/desorption of molecules
on grains. Another possibility is that molecular clouds are very fragmented so that
UV photons can penetrate deep inside the clouds where they photodissociate CO
into large amounts of C i. However the observations mentioned Sect. 6.3, which
favor a relatively uniform distribution of dust in some dark clouds, contrary to that
of CO, throw doubt on this idea. An interesting suggestion is that of a dynamical
(turbulent) mixing between the superficial regions of clouds which are exposed to
UV radiation and the deep parts (Chièze & Pineau des Forêts [97], Xie et al. [559]).
Then the overall chemical composition of the cloud resembles that predicted by time-
dependent models at relatively early epochs, of the order of 105 years. In particular
we find a large abundance of C i and a small abundance of O2 and H2O in agreement
with observations. We will come back to this suggestion in more detail in Sect. 13.4,
where the results are plotted in Figs. 13.3 and 13.4. Pineau des Forêts et al. [410]
have modified this model by taking into account the deposition of CO and of other
molecules on grains.

To end this chapter, we mention the possibility that the solution of chemical
equations is not necessarily unique, but that two solutions can exist in a rather large
range of physical conditions. This is studied in the papers by Le Bourlot et al. [303]
and Lee et al. [311], who give numerical examples. This bistability is sometimes
observed in laboratory chemistry, and seems to exist also in nature. In models of
dense clouds where ionization is due to cosmic rays, one solution corresponds to
a relatively high ionization fraction x, of the order of a few 10−7, and the other one
to a fraction of ionization smaller by one order of magnitude. This is illustrated in
Fig. 9.4. This phenomenon is very sensitive to the gas-phase abundance of the heavy
elements and appears only for very low abundances, i.e. for a large depletion of
these elements on grains. The abundance of sulphur, which unfortunately is poorly
known in molecular clouds, appears to play a key role. The bistability depends also
of the reaction network used in the model. However, for a given network and a given
set of abundances, it depends only upon the ζ/n ratio,where ζ is the ionization rate
by cosmic rays and n the total density of hydrogen nuclei. In the high-ionization
branch, H+ is much more abundant than H+

3 and charge-transfer reactions with H+
dominate. Remembering the reaction of formation of molecular oxygen

O + OH → O2+ H, we now have
O2+ H+ → O+

2 + H, followed by dissociative recombination
O+

2 + e → O + O, leading to the destruction of O2. This can reduce the abun-
dance of O2 by a factor 30 with respect to what occurs in the other “normal” solution
with a low degree of ionization, which was implicitely the situation discussed until
now. H2O and OH are also underabundant and C is overabundant by a factor 20
because its main destruction mechanism, C + H+

3 → CH++ H2, is inefficient due
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Fig. 9.4. Bistability of chemical equilibrium in a molecular cloud. The ionization fraction
ne/ntotal is plotted as a function of the ratio between the cosmic-ray ionization rate ζ and the
density. The upper scale in the abscissae corresponds to ζ = 10−17 s−1. Two solutions appear
in the region between the arrows. From Lee et al. [311], with the permission of ESO.

to the underabundance of H+
3 . Therefore the C/CO ratio can reach 0.1, while it is

much smaller in the low-ionization branch. We conclude that this hypothesis leads
to a reduced abundance of O2 and H2O, and to an enhanced abundance of C i, as
observed in molecular clouds. The relative abundances of deuterated molecules is
also much affected, as it can be foreseen given their high sensitivity to the ionization
fraction (cf. Sect. 9.3; Gérin et al. [193]). It also appears that different molecular
clouds, and even different parts of the same cloud, can exhibit very different molec-
ular and atomic abundances. Small variations in the initial conditions can lead, after
some time, to one branch or the other because we are dealing with a chaotic phe-
nomenon. Time variations of the chemical composition can be relatively fast, so that
it is necessary to consider non-stationary solutions. Oscillations might even occur
between the two equilibrium solutions, and “chemical waves” with very different
chemical compositions might propagate in a cloud. Le Bourlot et al. [305] find that
these properties are still valid when taking into account the influence of the grains.
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10.1 General Presentation

Photodissociation regions (abbreviation: PDR) are those parts of the interstellar
medium where the ultraviolet radiation field is strong enough to photodissociate
molecules. They are also called photon-dominated regions, with the same abbre-
viation PDR. In the most general sense, this definition encompasses most of the
interstellar medium, with the exception of the inner parts of molecular clouds and
of H ii regions which are, by convention, treated separately. Historically however,
photodissociations regions have been defined as the interfaces between regions
and molecular clouds, where both the density and the UV radiation field are large.
These are often called “dense photodissociation regions”. They are observationally
characterized by strong [C ii]λ158 µm and [O i]λ63 µm lines, by intense rotation
and vibration lines of H2 and, finally, by strong aromatic band emission in the
mid-infrared. We will only discuss these “standard” regions in the present chapter.
However, let us point out the fact that there is no fundamental difference in the
physics and chemistry between these dense photodissociation regions and those in
the neutral medium in general. Good reviews of dense photodissociation regions are
given by Hollenbach & Tielens [244], [245]. Plates 9, 16, 17, 20, 21, 22, 24 and 31
show some examples of photodissociation interfaces.

In PDR interfaces, the ultraviolet radiation field decreases continuously with
distance into the molecular cloud. The depth into a PDR from the region is often
quantified by the visual extinction AV

1. Schematically, there is a stratified structure
(Fig. 10.1) in which hydrogen is first ionized as H+ in the H ii region, then recombines
into atomic hydrogen H and finally forms H2 molecules. The H→H2 transition occurs
at a UV optical depth τUV ≈ 0.6 corresponding to a visual extinction AV ≈ 0.2,
for a density of about 103 cm−3 and a moderate UV radiation field (χ ≈ 100). We
will see later how this depth depends upon the parameters of the photodissociation
region: see Fig. 10.5. Similarly, carbon recombines with electrons from C++ in the
H ii region into C+ in the outer parts of the photodissociation region. At a depth
AV ≈ 1, C+ recombines with electrons to give C; then slightly deeper it forms CO
molecules. Actually, as we will see in Fig. 10.4, none of these transitions is sharp

1 The column density of matter NH from the surface is related to AV by (7.5), as-
suming the convention AV /E(B − V) = 3.1, AV = 1 then corresponds to NH �
1.87 × 1021 H atom cm−2.
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and there is a coexistence of the various forms of hydrogen and carbon over a range
of depths. Oxygen is everywhere atomic outside the H ii region and its abundance
decreases somewhat where CO forms. Other forms of oxygen, essentially O2 and
H2O, are not abundant as described in the preceding chapter.

Fig. 10.1. Schematic structure of a photodissociation interface. UV radiation from a H ii region
penetrates into a neutral cloud from the left. We first meet the ionization front. To the right of
this front, H and O become neutral while C remains ionized. Then we encounter the progressive
transition H→H2, schematized here by a vertical line, and the similarly progressive transition
C+→C→CO. Deeper, the cloud is fully molecular. The gas temperature, the gas column
density and the optical depth in the far UV are indicated on the lower part of the figure.
The conditions correspond to a dense cloud submitted to an intense UV radiation field. From
Draine & Bertoldi [140], with the kind permission of the authors.

The lines of H2, C ii, O i and CO are very intense in photodissociation regions
because both the density and the temperature are high. All these lines are in the
infrared to submillimetre range. The corresponding energy comes from the ultraviolet
radiation of stars through the photoelectric effect on the grains and the excitation of
H2 by far-UV photons. These lines cool the medium very efficiently: its temperature
goes from about 104 K in the H ii region to a few tens of K at AV ≈ 1. CO lines
are very intense at this depth and take a large part in the cooling. The absorption of
UV and visible radiation by dust also heats the grains which then emit an infrared
continuum and aromatic bands. Most of the energy emitted by young stars in star-
forming regions is converted into these forms. The emission from photodissociation
regions dominates the respective line and contiuum emission of a galaxy, except
perhaps for the low-excitation rotation lines of CO and the emission by big dust grains
in the far infrared. However, a large fraction of the emission in the [C ii]λ158 µm
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line can also come from the diffuse interstellar medium (cf. Sect. 8.3). Papers by
Crawford et al. [106], Madden et al. [344] and Pierini et al. [407] discuss the origin
of this line.

Many models for photodissociation regions have been constructed since the first
detections of the infrared cooling lines in the 70’s. The reviews by Hollenbach &
Tielens [244] [245] give an updated list for the literature up to 1999. Most models
assume a steady state, although the photodissociation interface more or less rapidly
penetrates into the molecular cloud. However the most important chemical reactions
are rather fast, justifying this approximation, with some exceptions. Some models
adopt a plane-parallel geometry, which has the advantage of making clear the impact
of the different parameters, and we will here discuss only these models. Others adopt
a spherical geometry, treat the case of inhomogeneous media, etc. Some models
are entirely self-consistent, since they include a calculation of temperature. Before
examining the models in Sect. 10.3, we will treat the basic processes in Sect. 10.2.
Sect. 10.4 briefly discusses the non-equilibrium models.

10.2 Physico-Chemistry

10.2.1 The Penetration of Far-UV Radiation
and Photodissociation

The penetration of far-UV radiation is the key to the physico-chemistry of photodis-
sociation regions. The transfer of this radiation is determined by dust absorption and
to a lesser extent by dust scattering, and by absorption by molecules.

The effect of dust is relatively simple for a homogeneous medium (for a rather
complete discussion and calculations of the photodissociation of various molecules,
see Roberge et al. [437]). As a first approximation, we can neglect scattering because
it is strongly forward-directed in the UV (see Chap. 7). Extinction at any wavelength
can be obtained from the column density of matter, the visual extinction and the
extinction law (Table 7.1, Fig. 2.5 and Fig. 7.1). Extinction at a wavelength λ is
Aλ = kλ AV . There is however a problem with the value of kλ. Standard values
correspond to the diffuse interstellar medium but there are large variations from
direction to direction in the UV (cf. Fig. 7.3). If interstellar clouds are fragmented
the penetration of UV is more complex than in a uniform cloud (Boissé [51])2. Then
the UV radiation can penetrate much more deeply and the radiation density can
have large fluctuations from place to place. This is the case for the photodissociation
region of M 17 (Plate 24). In plane-parallel models and for a relatively thin slab
we must also account for photons that penetrate from the other side of the slab. In
general a two-exponential approximate solution for the transfer equation suffices in
this case (Roberge et al. [437]). The absorbed UV radiation heats the dust, whose
temperature then decreases with depth into the photodissociation region.

2 We can treat the problem in an approximate way by considering a mixture of media with
different effective opacities: cf. Meixner & Tielens [364].
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The decrease in the UV radiation due to absorption by molecules is a more
complicated phenomenon. However, only H2 and CO are abundant enough to play
a role. Absorption by these molecules occurs in lines which correspond to numerous
electronic transitions (Fig. 4.7). This absorption often leads to photodissociation,
for H2 this occurs in approximately 1/10 of the cases. The optical thickness of
these lines produces a self-shielding against photodissociation for the molecules
which are located deep inside the region. This self-shielding is extremely efficient
for H2 because of its large abundance (Sect. 9.1): it is already appreciable at column
densities as small as 1014 H2 molecules cm−2 and shielding is complete at about
1020 H2 molecules cm−2. The numerical treatment of self-shielding is somewhat
involved, but useful approximations are given for H2 by Jura [274], Federman et al.
[175], van Dishoeck & Black [528], Draine & Bertoldi [138], Lee et al. [310], etc.
Tables and curves concerning CO can be found in van Dishoeck & Black [528] and
in Lee et al. [310]. In spite of the importance of self-shielding, the absorption of the
UV radiation by dust cannot be neglected in studies of the photodissociation of H2

and CO.

10.2.2 Chemistry

The chemistry in photodissociation regions differs from that in the cold diffuse
interstellar medium and in molecular clouds because of the high temperatures in
dense photodissociation regions. Many endothermal reactions and reactions with
activation barriers can occur as well as reactions with H2 in excited states. A very
complete study was undertaken by Sternberg & Dalgarno [495]. Figure 10.2 shows
a scheme for the most important reactions in the oxygen and carbon chemistries.
Note the similarities, but also differences, with the schemes of Figs. 9.2 and 9.3
relative to molecular clouds. For example, reactions with excited H2 (noted H∗

2)
enhance the formation of OH thanks to the reaction O + H∗

2 → OH + H. Similarly,
the reaction C++ H∗

2 → CH++ H produces more CH+, although still not enough
to account for carbon chemistry (see Sect. 9.4). In the presence of shocks or tur-
bulence, the endothermal reaction C++ H2 → CH++ H − 0,4 eV can be another
important source of CH+ because the kinetic energy of H2 can be large enough to
overcome endothermicity (Spaans et al. [485]; cf. also Falgarone et al. [173]). Some
recent chemical models take into account polycyclic aromatic hydrocarbons or PAHs
(Bakes & Tielens [15], see also Sect. 9.4). The main effect of introducing PAHs is
to enhance the abundance of neutral atoms like C and S due to the neutralization of
the corresponding positive ions on PAH−s.

10.2.3 Heating Processes

As in the diffuse interstellar medium, the photoelectric heating by grains plays
a very important role in photodissociation regions. We discussed this in Sect. 8.1,
and the physics is just the same for photodissociation regions. H2 formation on
grains (Sect. 8.1) is also an important source of heating. We should also add to this
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Fig. 10.2. The most important chemical reactions in photodissociation regions: (a) carbon
chemistry; (b) oxygen chemistry. Compare to Figs. 9.2 and 9.3. Reproduced from Sternberg
& Dalgarno [495], with the permission of the AAS.

the chemical heating by the electrons released by the dissociative recombination of
several ions (H+

3 , HCO+, etc.) and by various exothermal reactions with He+, H+
2

and H+
3 (see Fig. 10.3).

The collisional de-excitation of the excited levels of H2 is another heating mech-
anism that we only briefly mentioned in Sect. 8.1 because it is not important in
the diffuse interstellar medium. The absorption of far-UV photons by H2 promotes
the molecule to excited electronic states. These excited states rapidly decay either
into the vibrational continuum of the ground electronic state with a probability of
approximately 10%, leading to dissociation3, or into a vibrationally excited level
of the ground electronic state, with a probability of about 90%. At low densities
these excited vibrational levels de-excite radiatively by emission of a characteristic
ro-vibrational spectrum in the near infrared, that we will discuss later, and heating
is negligible. However, at densities larger than 104 H atoms cm−3 collisions with H
atoms or H2 molecules can de-excite the vibrational levels, the excess energy being
transfered to the colliding atom or molecule as kinetic energy. This produces heating
after thermalization. Complete studies of this can be found in Martin et al. [348] and
Le Bourlot et al. [306]. This heating by H2, and the photoelectric heating by grains,
are both important to a depth corresponding to AV ∼ 0.6 mag. At greater depths
the heating by H2 decreases considerably because the photodissociation (formation)
rate for H2 becomes small due to the of UV photons at the required wavelengths.

Figure 10.3 shows an example of the contributions of the various processes to the
heating of a photodissociation regions with a density of 103 cm−3 submitted to a UV

3 The H atoms resulting from this photodissociation are suprathermal and contribute to the
heating, but this process is generally much less important than the heating by collisional
de-excitation.
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radiation field 1 000 times larger than in the solar neighbourhood (χ = 103). In this
case, the H→H2 transition takes place at AV ≈ 1 mag. and the C+→C transition at
AV ≈ 2.5 mag.

Fig. 10.3. The contribution of different processes to the heating of a photodissociation region
as a function of the depth expressed in terms of the visual extinction AV . The external
UV radiation field is 1 000 times the local interstellar field (χ = 1 000) and the density is
1 000 cm−3. The temperatures of the gas and of the grains are calculated self-consistently.
C and O are assumed to be underabundant by a factor 10. The density is not large enough
for collisional de-excitation of H2 to be important. From le Bourlot et al. [302], with the
permission of ESO.

10.2.4 Cooling Processes

Gas cooling in photodissociation regions is dominated by the emission of fine-
structure lines and by emission from the rotational lines of CO, as well as by the
collisional excitation of the rotational levels of H2. The temperature can be high,
allowing strong emission in the [O i]λ63 and 146 µm lines, and even sometimes in
the [OI]λ6 300 Å, [S ii]λ6 730 Å and [Fe ii]λ1.26 and 1.64 µm lines, that dominate
the cooling at temperatures greater than 4 000 K. Similarly, the emission from high-J
CO lines can be strong. At high densities cooling by the collisions of atoms and
molecules with the colder dust grains (cf. Sect 8.1), and by the recombination of
electrons with positively charged grains (Sect. 8.2), can be of some importance.

The emission of molecular hydrogen deserves a special mention. As we said, it
corresponds to radiative cascades from high electronic states excited by UV photons.
At low densities collisional de-excitation of the vibrational levels populated through
cascades is negligible and the spectrum is pure fluorescence. Such a fluorescence
spectrum has been observed in a variety of photodissociation regions, with a very
good agreement between observation and theory. As remarked in Sect. 10.2, fluores-
cence emission does not correspond to a change in kinetic energy, hence to heating
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or cooling. At densities higher than ≈ 104 cm−3 collisional excitation takes place
and the spectrum is different. This corresponds to the heating that we mentioned
earlier. Conversely, collisions can populate higher rotational levels at the expense of
the kinetic energy of the colliding particles, compensating for this heating to some
extent. This cooling is taken into account, together with the heating, in H2 excitation
models. The corresponding line emission has been observed with the ISO satellite:
see e.g. Draine & Bertoldi [140]. The cooling rate is given by Martin et al. [348] or
by Le Bourlot et al. [306] as a function of density and temperature.

Atoms also exhibit interesting fluorescence effects, however with no consequence
for the thermal balance. For example, O i lines and the Balmer recombination lines
of deuterium are observed in emission in the direction of the Orion nebula. They are
excited by fluorescence, not in the H ii region, but in the photodissociation interface
behind it (Hébrard et al. [223]). The fluorescent Balmer lines of deuterium should be
useful for a determination of the D/O ratio and hence, of the abundance of deuterium
D/H.

10.3 Stationary Models

Building a model of a photodissociation region requires a number of choices and
calculations, i.e.:

– the choice of the geometry (plane-parallel with illumination on one side or on
both sides, spherical, etc.);

– the choice of density and temperature distributions. The simplest models have
these quantities fixed, with an inhomogeneous density requiring, in general, the
use of a Monte-Carlo method. Other models calculate iteratively the temperature
at fixed density. The most sophisticated models fix the pressure, or consider
a self-gravitating cloud in hydrostatic equilibrium, etc., and calculate all the
other parameters;

– the transfer of UV radiation, which implies the choice of the abundance and
the optical properties of dust. For H2 and CO photodissociations iterations are
necessary;

– the chemistry, which requires hypotheses about the initial abundances of the
most important elements in the gas phase;

– the transfer of CO rotation lines and, possibly, of other optically thick lines;
these calculations usually use the escape probability approximation (Chap. 3),
and hence involve a choice of the velocity dispersion which is generally obtained
from observations of the width of a CO line. This choice is actually not very
critical.

Let us now discuss some results from steady-state photodissociation models. As
an example, Fig. 10.4 shows the results of a plane-parallel model with a uniform
density and one-sided illumination by a strong UV field, which corresponds roughly
to the photodissociation region of the Orion bar (Plates 9 and 31).
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Fig. 10.4. Structure of a photodissociation region with a uniform density n = 2.3×105 cm−3,
illuminated from one side by a UV field of 105 times the local one (χ = 105). The conditions
are approximately those in the Orion bar (Plates 9 and 31). The results are given as a function of
the visual extinction AV from the illuminated surface. Top: the relative abundances of atomic
hydrogen, molecular hydrogen and molecular hydrogen H∗

2 excited by UV. The transition
H↔H2 occurs near AV = 3 magnitudes. The abundances of free electrons (noted e+ by
mistake) and of ionized sulfur are also given. Middle, the relative abundances of C+, C, CO
and S; note that the transitions C+↔C and C↔CO occur almost at the same depth. The
temperatures of the gas and of the big dust grains are also plotted. Bottom, the contribution
to the cooling of the fine-structure lines [C ii]λ158 µm, [O i]λ63 and 126 µm, [C i]λ609 and
370 µm and of the CO lines. Taken from Hollenbach & Tielens [244].

Combining (9.15) and (9.20) or (9.21) we can obtain the fraction of hydrogen as
H2, as a function of depth into a cloud or in a photodissociation region. It is interesting
to note that the key quantity for this problem, and for many other problems concerning
photodissociation interfaces, is the ratio of density to the far-UV radiation field, n/χ.
We can see that the extinction by dust has little effect on the abundance of H2 as
long as n/χ ≥ 130 H atom cm−3 (Pak et al. [391]). Figure 10.5 shows the column
density at which half of the hydrogen is molecular as a function of the density and the
UV radiation field, for uniform-density photodissociation regions. It also shows the
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Fig. 10.5. Depths of the transitions H↔H2 and C+↔C↔CO for a uniform-density pho-
todissociation region as a function of the UV radiation field expressed in units of the local
interstellar field. The depth is expressed in terms of the total column density of the gas from
the surface. A column density NH = 1.87 × 1021 atom cm−2 corresponds to 1 magnitude
of visual extinction. The depth is calculated for different densities. The notation n4.7, for
example, means n = 104.7 cm−3. The full lines correspond to nH = 2nH2 ; much molecular
hydrogen outside this region is excited hence the notation H∗

2. The dashed lines have the same
meaning for the C+/C/CO transition. The dotted line corresponds to the limit between the
outer region where H2 is mainly protected by self-shielding, and the inner region where the
dust extinction dominates. Reproduced from Pak et al. [391], with the permission of the AAS.

zones where the photodissociation of H2 is preferentially limited by self-shielding
or by dust extinction, and the depth of the C+/C/CO transition.

The most complete and most recent systematic study of photodissociation regions
was made by Kaufman et al. [281]. It considers plane-parallel models with constant
density ranging from 1 to 107 cm−3, illuminated on one side by radiation fields of
χ = 10−0.5 to 106.5. These models include the PAH chemistry of Bakes & Tielens
[15]. The effect of this chemistry is to produce a relatively uniform gas temperature
from the surface of the cloud to a column density of 1021 atom cm−2 at which
the far-UV optical depth is about unity (Fig. 10.6). The temperature depends on χ

and decreases at larger depths. Figure 10.7 illustrates the different regimes for the
emission of the cooling lines in a photodissociation region.

From (4.16), (4.18) and (4.19), we see that the intensity of the [C ii] line emitted
by a photodissociation region is approximately given by

I(C ii) ∝ N(C+)
ex p(−92 K/T)

1 + ncr/n
, (10.1)
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Fig. 10.6. Gas temperature at the surface of a photodissociation region as a function of the
density and the incident UV radiation field, represented by G0 ≡ χ. The temperature is
approximately uniform until the column density reaches 1021 atom cm−2, corresponding to
a far-UV optical depth close to 1. Reproduced from Kaufman et al. [281], with the permission
of the AAS.

where N(C+) is the column density of C+ in the photodissociation region and
ncr � 3 000 cm−3 the critical density for collisions with neutrals for this line.

At densities less than ncr � 3 000 cm−3, which is roughly the critical density
for the [C ii]λ158 µm, [C i]λ370 µm and CO(1-0) lines, the intensities of these lines
per ion or atom are proportional to the total density, as long as they are optically
thin. Conversely, they become independent of the total density for densities larger
than ncr because the energy levels are then in LTE (4.16) to (4.20). In both cases, of
course, the intensities per unit volume are proportional to the density of the emitting
particles. If their abundances are uniform in the medium the cooling rate per unit
volume is therefore proportional to n2 for densities n < ncr , or to n if n > ncr . The
heating rate per unit volume always increases faster than n so that the temperature is
higher at higher densities, at least as long as the above lines dominate the cooling: this
can be seen in Fig. 10.6. In Fig. 10.7 the curve for which the temperature is 92 K is
plotted. This is the excitation temperature ∆E/k for the [C ii]λ158 µm line. At lower
temperatures the energy emitted in this line depends upon temperature, and hence
upon the incident radiation field, while at higher temperatures the level populations
tend to LTE and the emitted energy does not depend upon the UV radiation field.
The cooling is then dominated by the [O i]λ63 µm line.

Figure 10.8 gives the intensity of the [C ii]λ158 µm emission perpendicular to
the surface of the photodissociation region and Fig. 10.9 shows the intensity ratio
between the [O i] λ63 µm line and the [C ii]λ158 µm line. The [O i] line is generally
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Fig. 10.7. The different regimes for the emission of the fine-structure lines in a photodis-
sociation region. The abcissae and ordinates are as for Fig. 10.6. The vertical line n = ncr

corresponds to the critical density for collisions with neutrals, which is approximately the
same for the [C ii]λ158 µm, [C i]λ370 µm and CO(1-0) lines. The line vdri ft = vturbulent

shows the conditions for which radiation pressure drives the dust grains with a velocity equal
to the turbulent velocity of the gas. At higher radiation fields, a steady-state is not possible.
The curve Ts = 92 K indicates the conditions such that the gas temperature at the surface of
the photodissociation region is equal to ∆E/k, ∆E = hc/158 µm being the excitation energy
for the C ii line. Above this curve, the intensity of this line depends only weakly upon the
intensity of the radiation field for a given density. Finally, the line N(C+) = 1021xC, xC being
the abundance of gaseous carbon, indicates the conditions such that carbon is ionized up to
a hydrogen column density of 1021 cm−2. Below this line the absorption of UV radiation by
dust is large and the column density of C+ as well as the intensity of the 158 µm line depend
upon the radiation field and upon density. Reproduced from Kaufman et al. [281], with the
permission of the AAS.

optically thick and this introduces uncertainties in the results. The article by Kaufman
et al. [281] contains several other useful diagrams which give, as a function of the
density and radiation field, the energy emitted by the [O i]λ145 µm and the [C i]λ370
and 609 µm lines, as well as that emitted in the (1-0), (2-1), (3-2) and (6-5) (433 µm)
lines of CO. Figure 10.10 shows the intensity ratio between the [C ii]λ158 µm and
the CO(1-0)λ2.6 mm lines, in energy units.

We note that, due to their large optical depths, the observed CO lines come only
from a thin layer of the photodissociation region, while the lines of the isotopically
substituted CO molecules, which are less abundant, come from deeper parts. This is
illustrated in Fig. 10.11.

Figure 10.4 to 10.10 assume standard abundances and the usual depletions of
the heavy elements in the local galactic interstellar medium. However, the gas-phase



238 10 Photodissociation Regions

Fig. 10.8. Intensity of the [C ii]λ158 µm line emitted perpendicularly to the surface by
a photodissociation region, as a function of density and incident UV radiation field. The
contours are labelled by the intensity in units of erg cm−2 s−1 ster−1. Reproduced from
Kaufman et al. [281], with the permission of the AAS.

Fig. 10.9. Ratio between the energies of the [O i]λ63 µm and [C ii]λ158 µm lines emitted by
a photodissociation region, as a function of the density and the incident UV radiation field,
the contours are labelled by this ratio. The [O i] line is optically thick over almost all of the
parameter space displayed in the figure. Reproduced from Kaufman et al. [281], with the
permission of the AAS.
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Fig. 10.10. Ratio between the energy emitted, perpendicularly to a photodissociation region,
in the [C ii]λ158 µm and the CO(1-0)λ2.63 mm lines as a function of the density and the
incident UV radiation field, the contours are labelled by this ratio. Reproduced from Kaufman
et al. [281], with the permission of the AAS.

Fig. 10.11. The contribution of the different depths of a photodissociation region to the
emission of the CO lines as observed perpendicular to the surface by an external observer.
This contribution is given in arbitrary units, which are proportional to the flux, as a function of
the visual extinction AV , for a photodissociation region of density 104 cm−3. The illuminating
radiation field is 10 times that of the local interstellar radiation field (χ = 10). The abundances
of the heavy elements and of dust are those typical of the Small Magellanic Cloud, i.e., 10 times
smaller than the galactic abundances. The full lines correspond to the 12CO(2-1) and 12CO(1-
0) lines and the dotted lines to the 13CO(2-1) and 13CO(1-0) lines. The (2-1) lines reach higher
levels than the (1-0) lines. From Lequeux et al. [317], with the permission of ESO.
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abundances of heavy elements, in particular of carbon, have important consequences
for the physics of photodissociation regions, as well as the abundance of dust which
is generally assumed to be proportional to that of the heavy elements. Photodisso-
ciation models with different abundances, in particular for those appropriate to the
Magellanic Clouds, can be found in Lequeux et al. [317], Allen et al. [8], Pak et al.
[391], Bolatto et al. [52] and Kaufman et al. [281].

The structure of photodissociation regions also plays a major role in their physics.
A fragmented structure, such as observed in the M 17 photodissociation region
(Stutzki et al. [498], Stutzki & Güsten [499], see Plate 24), allows the UV radiation
to penetrate deeper into the medium. This enhances the effective area of the photodis-
sociation region and favors the emission of the [C i] lines. Models of inhomogeneous
photodissociation regions using Monte-Carlo calculations of the radiation transfer
can be found in Spaans & van Dishoeck [485].

10.4 Out of Equilibrium Models

We saw, in the previous section, a case where a steady state is not possible in
a photodissociation region, i.e., where the radiation pressure on grains is large
enough to decouple them from the gas. Another case of non-stationarity is that in
which the radiation field rapidly changes during the characteristic formation time of
H2, τH2 ≈ 109(n/cm−3)−1 yr: this time determines the chemistry. This occurs when
a massive, hot O or B star switches on inside a molecular cloud (see references in
Hollenbach & Tielens [244]; a detailed study has been made by Bertoldi & Draine
[37]).

Another, related phenomenon is the progression of an ionization front into
a molecular cloud. If this progression is fast with respect to τH2 , the thermal and
chemical structures may reach a steady state, but they differ from those in a pho-
todissociation region at equilibrium because the chemical reactions do not have time
to reach equilibrium before the gas is photodissociated and ionized. This occurs, in
particular, for small neutral clouds embedded within a H ii regions, as observed for
example in the Orion nebula (Störzer & Hollenbach [496]). This will be discussed
later in Chapter12 (Sect. 12.3).
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In this chapter, and the three following, we discuss the dynamics of the interstellar
medium. The present chapter recalls the general equations that control the motion
of a compressible fluid and discusses shocks. Shocks intervene in many situations in
the interstellar medium. Here we limit ourselves to supernova remnants and bubbles,
that are treated in the following chapter. We will also discuss in Chap. 12 ionization
fronts, the evolution of H ii regions and the acceleration of cosmic rays.

For more details on shocks, we refer to the general monographs by Kaplan [278]
(unfortunately not easy to find) and Spitzer [490], and the review by Draine & McKee
[137]. We will follow the latter review rather closely.

11.1 The Equations of Gas Dynamics

If the various components of a gas (atoms, molecules, ions and free electrons) all
have the same bulk velocity v, we can define it as a single fluid. On the other hand, it
is possible that these components are partly decoupled from each other and possess
different bulk velocities: in this case, we speak of a multi-fluid medium.

11.1.1 A Single-Fluid Medium

The motion of a fluid is controlled by the conservation of mass, momentum and
energy, and also by the Maxwell equations if it is partly or totally ionized. We
will assume here that the fluid is a perfect conductor of electricity and everywhere
electrically neutral, which corresponds to the magnetohydrodynamic (MHD) ap-
proximation. This allows a considerable simplification of the dynamical equations.
These equations are, in cartesian coordinates x j ( j = 1, 2, 3):

∂ρ

∂t
+ ∂(ρvk)

∂xk
= 0, (11.1)

∂

∂t
(ρv j) + ∂

∂xk

(
ρv jvk + Pδ jk − σ jk + B2

8π
δ jk − 1

4π
B j Bk

)
= 0, (11.2)
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∂

∂t

(
1

2
ρv2 + u + B2

8π

)
+

∂

∂xk

[(
1

2
ρv2 + u + B2

8π

)
vk + Pvk − σ jkv j − B j Bk

4π
v j + Qk + Fk

]
= 0. (11.3)

Here, we have written these equations in developed form, in projection on the j
axis for (11.2). This implies summation over indices k = 1, 2, 3, and also over j for
(11.3). δ is the usual Kronecker symbol (δ jk ≡ 1 for j = k, δ jk ≡ 0 for j �= k). ρ,
v and P designate respectively the density, the fluid velocity and the pressure. The
pressure includes the gas pressure Pg = ρkT/µmH, where µ is the molecular mass
in units of the hydrogen atom mass mH = 1.67 × 10−24 g, and the pressure Pcr of
high-energy particles if present. B is the magnetic field. u is the total energy density
of the fluid: u = (3/2)P + uint , where uint is the density of internal energy in forms
other than pressure. Q is the heat flux due to thermal conduction, F the radiative flux
and σ jk an element of the stress tensor due to viscosity. Let us comment on these
equations in turn.

Equation (11.1) is the continuity equation, which describes the conservation of
mass during the motion of the fluid. It can easily be demonstrated by considering
a slab of the medium with thickness dx and unit area, perpendicular to the veloc-
ity v. During a time dt, a quantity of matter ρv dt enters the slab and a quantity of
matter [ρ + (∂ρ/∂x) dx][v + (∂v/∂x) dx]dt leaves the slab. The slab thus loses a the
quantity of matter (∂ρ/∂t) dx dt = [ρ + (∂ρ/∂x) dx][v + (∂v/∂x) dx]dt − ρv dt =
[∂(ρv)/∂x] dx dt. Dividing by dx dt, we obtain the 1-dimensional version of the
continuity equation.

We can obtain in the same way the equation of conservation of momentum (11.2).
A complication arises from the coexistence of scalar terms (pressure P and magnetic
pressure B2/8π) with tensor terms (viscosity σ jk and Laplace force −B j Bk/4π).
The Laplace force FB is j × B, where j is the density of the electric current. Since
we have assumed the medium to be a good conductor, j = ∇ × B/4π, from the
first Maxwell equation, in which we neglect the displacement current (the MHD
approximation): therefore FB = −B × (∇ × B)/4π whose component along x j is
−(1/4π)∂(B j Bk)/∂xk.

The energy conservation equation (11.3) can be derived in the same way. The
energy per unit volume is the sum of the kinetic energy (1/2)ρv2, the gas total
energy u and the magnetic energy B2/8π. This magnetic energy can be in the form
of plasma waves that have to be averaged over time. The successive terms in square
brackets correspond, respectively, to the variation of the energy, the work of the
pressure force, the viscous heating and the work of the Laplace force, the heat flux
and the radiative flux. The divergence of the radiative flux is ∇ · F = Λ, where Λ

is the net rate of energy loss per unit volume due to radiative cooling (or heating).
The internal energy uint can be eliminated from (11.3) by using an effective rate of
energy loss

Λe f f = Λ + ∂

∂xk
(uintvk) + ∂uint

∂t
. (11.4)
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Λe f f includes the energy “losses” associated with, for example ionization or
dissociation of molecules. If Λe f f is used to evaluate F in (11.3) it is then possible
to replace u by (3/2)P in this equation.

11.1.2 A Multi-Fluid Medium

For a multi-fluid medium, the equations of conservation of mass, momentum and
energy have to be written for each component, taking into account exchanges between
the components. For a fluid with two components, the neutrals n and the ions i (the
electrons follow the motion of the ions), the basic equations become:

- for the neutrals

∂ρ(n)

∂t
+ ∂[ρ(n)v

(n)
k ]

∂xk
= S(n), (11.5)

∂

∂t
[ρ(n)v

(n)
j ] + ∂

∂xk
[ρ(n)v

(n)
j v

(n)
k + P(n)δ jk − σ

(n)
jk ] = F (ni)

j . (11.6)

- for the ions an equation similar to (11.6) is obtained by replacing the index n by
i, P(e) being the pressure of the electrons:
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(i)
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8π
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4π
B j Bk

}
= −F (ni)

j , (11.7)

- and the energy conservation equations, with (α) = (n) or (i):
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k
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=

∑
β �=α

G(αβ). (11.8)

In these equations, S(n) = −S(i) is the net rate per unit volume of conversion
of ions to neutrals (and vice-versa). F (ni)

j is the component along axis j of the net
rate of momentum transfer from the ions to neutrals, per unit volume. It includes the
effects of recombination, elastic collisions, etc. G(αβ) is the net rate, per unit volume,
of the variation of the energy u of one fluid due to the effects of the other fluid, for
example the variation of kinetic energy arising from elastic collisions between the
ions and neutrals.
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11.2 Different Types of Shocks

Shocks occur in the interstellar medium as a result of a violent increase of pressure,
which produces supersonic motions. The (adiabatic) sound velocity is

cs =
(

γkT

µmH

)1/2

, (11.9)

where γ = 5/3 is the ratio between the specific heats at constant pressure and at
constant volume1. µ is the molecular mass, about 1.5 for the atomic gas, 2.7 for the
molecular gas and 0.7 for a fully ionized gas, taking helium and heavy elements into
account. In the H i medium, cs � 1.2 km s−1 for T = 100 K and in H ii regions
cs � 14 km s−1 for T = 104 K. The observed velocities in the H i gas are generally
highly supersonic. The velocities in H ii regions are of the order of the sound velocity
or somewhat higher. The gas in supernova remnants, bubbles and jets expelled by
protostars or young stars reaches far higher velocities and is supersonic. In these
conditions discontinuities form, i.e., surfaces where the velocity and the physical
parameters of the gas exhibit jumps. The discontinuities through which there is
a flow of matter are the shock waves, or more simply the shocks. The discontinuities
without flow are called the contact discontinuities.

In order to describe a shock it is sufficient to chose to control surfaces, one on
each side of the discontinuity, and to use the shock as the reference frame. The
control surfaces are therefore stationary with respect to the shock. All the changes
occur between these two surfaces. Of course, momentum and energy are conserved
when crossing the shock. Let us indicate with index 1 the quantities before the shock
and those after the shock with index 2, and define the “parallel” direction as the
direction perpendicular to the shock front. For a single fluid, we can now obtain
the limiting conditions for a stationary shock, i.e., a shock where all the physical
parameters are time-independent in the shock reference frame, hence ∂/∂t = 0.

- The equation which follows expresses the equality of the fluxes of matter through
the two control surfaces. It is obvious, but we can also derive it from the continuity
equation (11.1) with ∂/∂t = 0, integrated along the parallel direction:

ρ1v‖,1 = ρ2v‖,2. (11.10)

- The next two equations express the conservation of magnetic flux φB and of
electromotive force −∂φB/∂t + v × B through the shock:

B‖,1 = B‖,2, (11.11)

1 γ is equal to 5/3 in practice for an atomic gas and for a molecular gas because the energy
contained in the rotation and vibration of the hydrogen molecule is generally much smaller
than its translational energy: only a small fraction of molecules are in excited rotational
levels. We may therefore consider for the purposes of thermodynamics that H2, by far the
most abundant molecule in the interstellar medium, has only three degrees of freedom, like
an atom.
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v‖,1 B⊥,1 − v⊥,1 B‖,1 = v‖,2 B⊥,2 − v⊥,2 B‖,2. (11.12)

- The following two equations express the conservation of the momentum flux.
They are derived from (11.2) by integration over space, neglecting viscosity
between the control surfaces:

ρ1v
2
‖,1 + P1 + 1

8π
B2

⊥,1 = ρ2v
2
‖,2 + P2 + 1

8π
B2

⊥,2, (11.13)

ρ1v‖,1v⊥,1 − 1

4π
B‖,1 B⊥,1 = ρ2v‖,2v⊥,2 − 1

4π
B‖,2 B⊥,2. (11.14)

- The last equation expresses the conservation of the energy flux and is derived
from (11.3) in the same way (note that there is no energy flux due to v⊥):
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1
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2
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) + 1
4π
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1
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2
2 + P2 + u2

) + 1
4π

(B2
⊥,2v‖,2 − B‖,2 B⊥,2v⊥,2) + Q‖,2 F‖,2.

(11.15)

11.2.1 Shocks with no Magnetic Field

The shocks for which there is a discontinuity (jump) in the properties of the gas are
called the J shocks. This is the case for shocks with no magnetic field.

If the magnetic field can be neglected, and neglecting also the heat flux and the
radiative losses (it is sufficient for this to locate the control surfaces very near the
shock), the preceding equations can be simplified to:

J = ρ1v1 = ρ2v2, (11.16)

P = P1 + ρ1v
2
1 = P2 + ρ2v

2
2, (11.17)

W = w1 + 1

2
v2

1 = w2 + 1

2
v2

2. (11.18)

w = (u + P)/ρ is the enthalpy. As a simplification we have written v = v‖,
because the transverse velocity v⊥, if any, is conserved in an oblique shock with no
magnetic field and can be neglected provided that the reference frame moves along
the shock front with this velocity. Equation (11.18) comes from (11.15) with no
magnetic field, after each term has been divided by ρ1v1 = ρ2v2. J , P and W are,
respectively, the flux of matter, momentum and energy per unit mass. For a perfect
gas, we have

P = ρkT

µmH
, (11.19)

w = γ

γ − 1

P

ρ
= 5

2

P

ρ
. (11.20)
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It is convenient to introduce the specific volume, i.e. the volume occupied by
1 gram of matter, V = 1/ρ. From (11.16) and (11.17), we then obtain the general
formula

v1 − v2 = [(P2 − P1)(V1 − V2)]1/2, (11.21)

which governs the change in velocity, independently of any energy consideration.
When dealing with a shock problem, the parameters ρ1, T1 and P1 of the gas

before the shock are usually given, as well as the pressure P2 after the shock or
the shock velocity v1. From (11.16), (11.18) and (11.21) we then obtain, after some
simple algebra,

J2 = P2 − P1

V1 − V2
= 2γ

γ − 1

P2V2 − P1V1

V 2
1 − V 2

2

, (11.22)

hence, taking the same value for γ(= 5/3) on either side of the shock

ρ2

ρ1
= V1

V2
= (γ − 1)P1 + (γ + 1)P2

(γ + 1)P1 + (γ − 1)P2
= P1 + 4P2

4P1 + P2
. (11.23)

The temperature jump is given by

T2

T1
= P2V2µ2

P1V1µ1
= P2

P1

4P1 + P2

P1 + 4P2

µ2

µ1
, (11.24)

and the gas velocities on either side of the shock are given by

v2
1 = 1

3ρ1
(P1 + 4P2), v2

2 = 1

3ρ1

(4P1 + P2)
2

P1 + 4P2
. (11.25)

These are the Rankine–Hugoniot relations.
For a strong shock (P2/P1 � (γ + 1)/(γ − 1) = 4) we have

ρ2

ρ1
→ γ + 1

γ − 1
= 4, (11.26)

v1 →
(

4

3

P2

ρ1

)1/2

, (11.27)

v2

v1
→ 1/4, (11.28)

v2 →
(

kT2

3µ2mH

)1/2

. (11.29)

The temperature jump is given by

T2

T1
→ γ − 1

γ + 1

µ2 P2

µ1 P1
= µ2 P2

4µ1 P1
. (11.30)
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The conditions for a strong shock are very often met in the interstellar medium,
for example in supernova remnants. The increase in temperature after the shock can
produce different effects. It can cause collisional ionization of the gas, changing
its mean molecular mass µ and absorbing energy behind the shock, which requires
a change in some of the above equations. A simple analysis of this phenomenon
can be found in Kaplan [278] p. 44–45. Also, the temperature increase is often such
that the shocked medium emits radiation due to the collisional excitation of atoms,
ions and molecules, to ion recombination, etc. The corresponding radiation losses
progressively cool the gas behind the shock. On the other hand, since the radiation
from this gas propagates with the velocity of light, it reaches the region not yet
affected by the shock, forming a radiative precursor2. The structure of a strong
shock is shown schematically by Fig. 11.1, which illustrates the phenomena we have
just described.

Fig. 11.1. Schematic structure of a single-fluid strong shock. The unshocked medium is to the
left. The different panels show, respectively from bottom to top, the velocity v relative to that
of the shock front vs , the density ρ normalized to the pre-shock value ρ1, and the temperature
T normalized to the value T2 immediately after the shock. We see that the velocity is one
quarter and the density multiplied by a factor of 4 after crossing the shock. The radiative
zone behind the shock sends radiation into the medium, creating a radiative precursor in the
pre-shocked region that ionizes the gas, photodissociates it if it is molecular, and raises its
temperature. On the other hand this radiation progressively cools the shocked medium until
it is thermalized, thus affecting its velocity and density. From Draine & McKee [137], with
permission from Annual Reviews, http://www.AnnualReviews.org.

2 There is sometimes in the literature a confusion between radiative shocks, in which the
radiation comes from the shocked medium, and shocks with radiative precursors, in which
it is emitted by the upstream medium heated by for example some unobservable UV or
X-ray emission from behind the shock. We will be careful in indicating the origin of the
radiation when appropriate.
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The numerical calculation of the structure of a radiative shock is complex,
requiring iterations for a self-consistent solution. Some simple relations can however
be obtained by taking two control surfaces, one on either side of the region where
most of the radiation is emitted and absorbed. Now the control surfaces are far from
the shock front. Equations (11.16) and (11.17), which give J and P , are still valid for
these surfaces, but not (11.18) which involves energy. If the degree of ionization and
of dissociation of the molecules have not appreciably changed during the passage of
the shock, the medium returns to the initial state and T1 = T2 for the two surfaces.
Such a shock is said to be isothermal. If not, T1 �= T2. If these temperatures are
known from observation, as well as the densities, we can calculate the velocity v1 of
the radiative shock relative to the gas initially at rest. We have, for a perfect gas,

v2
1 = ρ2

ρ1

(k/mH)(ρ2T2/µ2 − ρ1T1/µ1)

ρ2 − ρ1
, (11.31)

while the velocity of the gas behind the front (more precisely behind the radiative
zone) is, relative to the unshocked gas at rest

v = v1 − v2 =
[

k

mH

(
ρ2T2

µ2
− ρ1T1

µ1

)
ρ2 − ρ1

ρ2ρ1

]1/2

. (11.32)

For a radiative shock with a Mach number M = v/cs,2 = v/
√

γkT2/µ2mH � 1,
we have simply

ρ2

ρ1
� µ2mHv2

kT2
. (11.33)

This equation shows that the gas can be compressed to very high densities,
thanks to the loss of the compression energy by radiation. This might happen in
the neutral interstellar gas. Taking for example T2 ≈ 1 000 K, with µ2 = 1.5,
we find ρ2/ρ1 = (v/2.4 km s−1)2; if T2 is smaller, ρ2 is still larger. We saw that
the 1-dimension velocity dispersion between structures in the H i medium is of the
order of 9 km s−1 (Sect. 4.1). Collisions between these structures must often take
place with relative velocities of this order, producing strong radiative shocks which
create localized regions with high densities. However, these shocks are not easily
observable in spite of their radiation. On the other hand, it is not correct to neglect
the magnetic field in the H i medium. The effects of the magnetic field in a weakly
ionized medium like the H i gas will be examined later in Sect. 11.2.

An interesting point is that the structure of a radiative shock, with or without
a radiative precursor, differs from that of a non-radiative shock (but do non-radiative
shocks exist in the interstellar medium?). The latter shock is only a discontinuity
surface whose thickness is of the order of the mean free path of the particles between
consecutive collisions

λ = 1/(nπa2
0) � 1016n−1 cm, (11.34)

for hydrogen, where a0 � 0.5 Å is the radius of the first Bohr orbit. In practice,
it is impossible to measure such a small thickness in the interstellar medium. In
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a radiative shock, this thin layer also exists and it is there that the temperature of the
neutrals and ions is strongly increased, although the electron temperature does not
have time to be much enhanced3.

11.2.2 Shocks in a Magnetized Medium

The presence of a magnetic field considerably complicates the properties of shocks.
It is not only the magnetic pressure which adds to the thermal pressure of the gas, but
we must take into account the variation of magnetic energy when crossing the shock.
Even more important, the tangential velocity changes when crossing the shock if the
magnetic field is not parallel to the flow. This can be seen from (11.12) to (11.14).
The angle between the normal to the shock and the magnetic field plays a prominent
role. Shocks with a transverse magnetic field are very peculiar (we will not discuss
them in this book). Another complication arises from the existence of three different
types of waves in a magnetic fluid, each with a different velocity. Alfvén waves,
which correspond to transverse vibrations of the magnetic tubes, similar to those of
vibrating strings, propagate along the magnetic field with a velocity

vA = B/
√

4πρ. (11.35)

In a direction making an angle θ with the direction of the magnetic field there are
three types of waves called, respectively, slow, intermediate and fast magnetosonic
waves. Their respective phase velocities uS < uI < uF are given by

uF,S = (1/
√

2)[(v2
A + c2

s ) ± (v4
A + c4

s − 2v2
Ac2

s cos 2θ)1/2]1/2, (11.36)

uI = vA cos θ, (11.37)

(see, for example, courses in plasma physics, or Priest [417]).
We will assume for the moment that the medium is strongly ionized. What takes

place in a weakly ionized medium will be described in the next section. The dynamics
of a MHD shock is determined by the comparison between the flow velocity and
the velocity of the plasma waves. For a shock to exist, the flow velocity must be
faster than the velocity of one of these waves before the shock, and slower than this
velocity after the shock. Therefore, shocks can be classed according to the value
of the velocity of the flow through the shock compared to that of the various wave
velocities (in passing, it now becomes clear why the transverse shocks, with θ = 90◦,

3 The observed post-shock electron temperature in some supernova remnants is too high to
result from thermalization with the ions heated in the shock; in such cases, there is probably
a direct, non-collisional heating of electrons similar to that which occurs in collisionless
shocks in solar-system plasmas: cf. Sect. 12.4, and Draine & McKee [137] Sect. 2.3. The
thermalization of electrons takes place in a layer 10 to 15 times thicker than the shock.
Finally we find the layer where radiation is emitted, with an even larger thickness. The
book by Kaplan [278] p. 50–58, gives a simple discussion of the properties of this layer.
They are dependent on the state of ionization of the medium before the shock.
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are so peculiar). For fast shocks (v‖ > uF,1) the magnetic field increases after the
shock, while it decreases for slow shocks (uI,1 > v‖ > vS,1). For intermediate
shocks, the field changes direction and can either increase or decrease in strength.
We cannot here describe the complexities of these shocks; the details can be found
in Kaplan [278] and in Draine & McKee [137]. Our understanding of these shocks
is in fact still incomplete. We will only remark that the properties of strong radiative
shocks are not essentially changed by a magnetic field, so that (11.26) to (11.30) are
still approximately valid for strong shocks.

11.2.3 Multi-Fluid Shocks in a Weakly Ionized Gas

In the “neutral” interstellar medium, even in molecular clouds, there always exists
some weak ionization. Even if it is not abundant, the ionized component plays an
important role in shocks if there is a magnetic field because it is the only one which
is coupled with this field. This affects the dynamics of the shock. On the other
hand, collisions between the neutral and the ionized components are rare if the ion
density is low, and these two components can be considered as dynamically distinct
fluids. If the cyclotron angular frequency (the gyrofrequency) of the ions in the
magnetic field, ωi = eB/(mic), is much higher than the collision frequency of the
ions with the neutrals nn〈σv〉, σ being the cross-section for the elastic scattering of
the ions with the neutrals and v the velocity of the ions, we may consider that the
magnetic field is frozen into the charged fluid. The three types of plasma waves we
mentioned (cf. (11.36) and (11.37)) can propagate in the ion–electron plasma. In
a molecular cloud the phase velocity of these waves is very high. The magnetic field
being approximately B ≈ [nn/(1 cm−3)]1/2 µG (see Fig. 2.6), the Alfvén velocity
in the plasma is v

(i)
A = B/[4πρ(i)]1/2 ≈ 100(x/10−4)−1/2 km s−1; x = ni/nH

is the degree of ionization. The sound velocity cs is about 1 km s−1 (there is no
need here to distinguish between the neutral and the ionized media). Therefore,
the ionized medium can propagate the fast and intermediate plasma waves which
have almost the same velocity v

(i)
A cos θ (cf. (11.36) and (11.37)). A discontinuity

can affect the neutral medium if this velocity is supersonic, while there is not
necessarily a discontinuity for the plasma provided it is sub-alfvénic, i.e., that the
perturbation is not very strong4. There is necessarily a velocity difference between the
neutral flow and the ionized flow close to the discontinuity. This systematic velocity
difference between the ions and neutrals is called ambipolar diffusion. It will be
studied Sect. 14.1. Because information on the physical parameters and in particular
on the presence of a shock in the neutral medium is transmitted rapidly through
the ionized component, at the velocity of the plasma waves, there is a magnetic
precursor to the shock (Draine [133]), which affects the pre-shocked medium and
begins to dynamically separate the ionized medium from the neutral one.

The shock structure can exhibit one of the three configurations displayed in
Fig. 11.2. In this figure, is is assumed that the velocity of the neutrals is supersonic

4 If the perturbation is very strong we are back to the case of the previous sections: there is
a discontinuity for the whole medium but there is a separation in velocity of the ions and
the neutrals in a relatively thin layer behind the shock.
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before the shock while the velocity of the ions is sub-alfvénic. If the neutral fluid
stays cold, because the shock is weak or because the ion-neutral collisions efficiently
transfer energy, the velocity of the neutral fluid can everywhere stay supersonic, and
there is no discontinuity for the neutral and ionized fluids, although their veloci-
ties are different. These shocks without a discontinuity are called C shocks (C for
“continuous”). If the ion-neutral collisions are numerous enough, due to the velocity
difference between the two fluids, and sufficiently raise the temperature of the gas
and hence the sound velocity, then the flow can become subsonic. There are now two
possibilities: either the supersonic→subsonic transition occurs at a discontinuity,
and there is a J shock, or this transition is smooth, which might be possible under
some conditions, and the shock is said to be a C∗ shock. In Sect. 11.3 we note the
possible non-existence of such C∗ shocks.

Fig. 11.2. Schematic structure of two-fluid MHD shocks. The pre-shock medium is to the
left. The velocity of the neutrals (full line) and that of the ions (dashed line), relative to the
velocity of the shock front, are plotted as a function of position. See text for an explanation
of the three types of shocks. From Draine & McKee [137], with permission from Annual
Reviews, http://www.AnnualReviews.org.

Note that at some distance behind the shock the velocity difference between the
two fluids vanishes, due to the ion-neutral coupling which corresponds to a viscosity5.
Viscous dissipation heats the fluid, but this heating stays small because the ions are
rare, so that radiative cooling keeps the temperature low. We can then say that the
shock “transition” and the radiative zone coexist. Since the kinetic temperature stays
low, molecules can be accelerated to rather high velocities without dissociation. The
radiation from such shocks comes from low-energy transitions: atomic and ionic

5 The relationships between the gas conditions far upshock and far downshock are thus the
same as for a single fluid, except of course if there are chemical changes in the gas.
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fine-structure lines and the rotational or vibrational lines of molecules, in particular
the rotational lines of H2. These lines are characteristic of two-fluid shocks, and
important progress in our understanding of these shocks presently results from their
observation, in particular with the ISO satellite.

Ion-neutral coupling can arise in three different ways:

- via elastic scattering, the force per unit volume which affects species α under the
influence of species β being

Fαβ = ρ(α)ρ(β)

mα + mβ

〈σv〉αβ∆vαβ. (11.38)

∆vαβ is the relative bulk velocity between the flows of the two kinds of particules,
whose respective masses are mα and mβ , and 〈σv〉αβ ∼ 1.9 × 10−9 cm3 s−1 for
∆vαβ ≤ 15 km s−1;

- through charge exchange between H+ and H, an important phenomenon if H+
makes up a significant fraction of the ions; the corresponding force is given by
(11.38) but now with 〈σv〉αβ = 1.6 × 10−8(T/104 K)0.4 cm3 s−1;

- through elastic scattering by charged grains.

Both the ions and the neutrals are heated through these processes, as well as by
the chemical reactions that take place in the shock (see Sect. 11.4). We must also
take into account the energy exchanges between the ions and electrons. Exchanges
between neutrals and electrons are generally negligible due to the small mass of the
electron (cf. Sect. 8.1). Although electrons and ions have the same bulk velocity
due to electrical neutrality, their temperatures can be very different. Although, in
principle, we only have to consider two fluids as far as the dynamics is concerned,
we have nevertheless to take three fluids into account (neutrals, ions and electrons)
when treating chemical and energy processes, in particular recombination. These
processes in turn affect the gas properties and thus the dynamics. The formulation
of the heating rates and of the radiative cooling rate is somewhat complex, although
of no great difficulty in principle; see the paper of Flower et al. [185] for a treatment
of this. For the role of grains in the energetics, see Draine & McKee [137].

11.3 Non-Stationary Shocks

Up to now, we assumed that the shock was stationary, i.e., that its properties are
independent of time because a state of dynamical equilibrium has been reached.
It is legitimate, however, to have some doubts about this hypothesis, in particular
due to the slowness of the ion-neutral coupling. Abandoning stationarity causes
complications in the numerical treatment of the problem, which is probably the
reason why non-stationarity has only been assumed sporadically in the past. It
requires in particular solving simultaneously the equations of dynamics and those
of chemistry, which are coupled. This has been performed in a few cases by Chièze
et al. [98]. We will summarize very briefly their results.
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For a J shock, the slowest process is the cooling of the gas after crossing the
shock and it is this process which defines the condition for stationarity. Chièze et
al. [98] find that for a shock propagating at 10 km s−1 in a medium with density
103 cm−3, without a magnetic field, equilibrium is reached fast enough that the shock
is stationary 2 000 years after the beginning of the perturbation. It is thus likely that
the J shocks of supernova remnants can be considered as stationary.

This is no longer true if there is a magnetic field strong enough to produce a C
shock. For the same conditions as above, but now with a magnetic field of 10 µG,
the stationary state is reached only after 105 years (Fig. 11.3). In Fig. 11.3, the shock
was supposed to have been created by a piston which penetrates the medium at
10 km s−1. This figure shows the temperature variation of the neutrals and the ions
in front of this piston. The initial shock structure is interesting. A temperature and
velocity discontinuity arises in the neutral component, similar to that for a J shock.
On the other hand, the ionized component is heated and accelerated by the magnetic
precursor in a large upstream zone without exhibiting a discontinuity. The ion-neutral
coupling occurs slowly and progressively quenchs the neutral discontinuity. We thus
see a range of structures intermediate between a J shock and a C shock.

Fig. 11.3. The time evolution of a C shock propagating in a medium with density 103 cm−3,
in the presence of a transverse magnetic field of 10 µG. The abscissae shows the distance to
a piston located to the left, which is supposed to push the medium at 10 km s−1. The plot is
in the reference frame of this piston and the shock velocity is slightly larger than 10 km s−1.
The temperature of the neutrals (full line) and of the ions (dashed line) is shown at different
epochs after the motion of the piston started. Note the discontinuity in the temperature of the
neutral fluid (there is also a discontinuity in its velocity, not plotted) which disappears with
increasing time. A stationary structure is reached after 5×105 years (bold lines). From Chièze
et al. [98], with the permission of Blackwell Science Ltd.

Similar calculations for conditions in the diffuse interstellar medium (nH =
25 cm−3, vS = 10 km s−1, B = 5µG) show that the stationary state is reached more
rapidly thanks to efficient ion-neutral coupling, which is due to the higher degree of
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ionization. However, a discontinuity is still present in the neutral flow, which exhibits
some J character. These calculations do not appear to confirm the existence of C∗
shocks for which the supersonic→subsonic transition in the neutral fluid would not
show a discontinuity.

Shock non-stationarity can have major consequences for the chemistry and ex-
citation of molecules such as H2 (Flower & Pineau des Forêts [187]). This could
explain the differences between the observations and the predictions from stationary
shock models, differences that will be detailed in the next section. Unfortunately,
we lack space to discuss this topic here, which is in any case still in infancy.

11.4 Physico-Chemistry in Shocks

Shocks in the neutral interstellar medium can have important consequences for
the chemistry. The temperature rise after a shock permits many reactions that are
impossible at low temperatures. If the shock is very fast (a J shock, see Fig. 11.1),
H2 is dissociated by collisions. This requires shock velocities of at least 45 km s−1.
However, H2 reforms after the shock when the gas has cooled sufficiently, either by
electronic attachment (cf. Sect. 9.2, note 1), or on the surface of dust grains. The
article of Wilgenbus et al. [548] contains a detailed study of the chemistry and the
emission of H2 in C and J shocks propagating in a molecular cloud.

Shocks are often invoked to account for the abundance of CH+ in the diffuse
medium and in translucent clouds. We saw in Sect. 9.4 that it is not possible to explain
the formation of CH+ by low-temperature reactions. The endothermic reaction C++
H2 → CH++ H (∆E = −0, 4 eV) is possible in shocks. The idea that it is this
reaction which produces CH+ is supported by the observed association of this
molecule with the warm component of H2 seen in absorption in the far-UV (cf.
Fig. 4.9). However, the velocity of the CH+ absorption lines does not appear to
reflect the velocity difference between the ions and neutrals that is expected to arise
in a shock, so that the CH+ abundance problem in the diffuse medium cannot yet
be considered solved, in spite of the many theoretical and observational efforts.
Conversely, it is clear that the above reaction is important in molecular clouds.

Other molecules can form in shocks by endothermic reactions, or reactions with
activation barriers, for example

O + H2 → OH + H (∆E = −0.08 eV, 0.25 eV barrier), followed by
OH + H2 → H2O + H (exothermic but with a 0.13 eV barrier). HCO+ is formed

from these molecules (cf. Sect. 9.4).

We are here again in the same situation as for CH+. These reactions are certainly
of importance behind the shocks which arise in molecular clouds and in molecular
jets accelerated by protostars or young stellar objects where we find lines of OH and
H2O lines with intensities in good agreement with two-fluid shock models.

In any case, the formation of these molecules and the energy they dissipate
in their rotational and vibrational lines have a considerable influence upon the
shock thermodynamics. Any realistic shock model must take them into account.
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Such models have been developed, for example by Flower et al. ([185] and other
papers in this series), and by Hollenbach & McKee [243], the latter being a very
detailed paper. Such models usually calculate the spectrum emitted by the shock.
Figure 11.4 and 11.5 illustrate respectively the structure of the shocked medium and
its chemical composition after the passage of a J shock through a molecular cloud.
A recurrent problem, however, is that these models are not always in agreement with
observations, as discussed for example by Draine & McKee [137] Sect. 7.3.

Fig. 11.4. The shock structure and the temperature of the gas and dust grains in a fast J
shock propagating at 80 km s−1 in a molecular cloud with density 105 cm−3. The abscissae
gives the distance from the shock front, expressed as the column density of hydrogen nuclei
N(H + 2H2), in logarithmic units. The gas temperature (full line) and the dust temperature
(dashed line) are given in the ordinates. There are three different regions behind the shock:
a narrow, hot region at about 105 K, where the gas is collisionally dissociated and ionized;
a region where hydrogen recombines, at a temperature of about 104 K, where the optical lines
are emitted; a region where molecules reform, at about 200 K, where the fine-structure lines
in the mid- and far-IR are emitted. The energy liberated by the formation of H2 maintains
this temperature over an appreciable thickness in the medium, in spite of the radiative losses.
Models show that the column density of the two first regions is not too sensitive to the initial
density. At the chosen density the grains are only weakly coupled thermally to the gas (cf.
Sect. 8.1), so that the dust temperature Td � Tgas . Reproduced from Hollenbach & McKee
[243], with the permission of the AAS.

Another effect is the partial destruction of grains in two-fluid MHD shocks if
their velocity is larger than about 20 km s−1. If the grains are not charged, they are
driven by the neutral fluid and collide with the ions of the ionized fluid; He+ is the
most effective ion, due to its larger mass than that of H+ (remember that the mean
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Fig. 11.5. The temperature and chemistry behind a fast J shock propagating at 80 km s−1 in
a molecular cloud with density 105 cm−3 (same conditions as for Fig. 11.4). The abscissae
gives the distance from the shock front, expressed as the column density of hydrogen nuclei
N(H + 2H2), in logarithmic units. The gas temperature is given by the full line labelled “T”
(scale to the right). The fractional abundances x (by number) of different atoms, ions and
molecules are given with respect to total hydrogen; those of H and H2 are plotted as x/103.
The curve labelled “E” corresponds to the free electrons. Reproduced from Hollenbach &
McKee [243], with the permission of the AAS.

velocity is the same for all ions in a two-fluid shock). If the grains are charged,
they have a systematic velocity difference with the neutral atoms and the molecules
which strike them. The impact of gas particles erodes the grains, starting with their
ice mantle, if any, in the deep regions of molecular clouds (Sect. 7.4). The volatile
molecules forming this mantle are then released to the gas, possibly in excited
states. Flower et al. [186] show that this mechanism can account for the population
of the excited metastable levels of the released NH3 (Sect. 4.2 and Fig. 4.13). It also
accounts for the presence of relatively abundant deuterated molecules in regions such
as the Orion hot core, where there are strong shocks (see Sect. 9.2). If the kinetic
energy of the gas particles which strike the grains is high enough to overcome the
binding energy of silicates, necessitating a velocity greater than 40 km s−1, the
silicate grains can be eroded, releasing SiO molecules (or Si atoms which will form
SiO in reactions with oxygen). SiO is indeed an abundant molecule in shocks. Carbon
can also be released by the sputtering of carbonaceous grains in shocks with similar
velocities, but the results are difficult to observe. The erosion of silicate grains has
been studied in detail by May et al. [354], whose model is in good agreement with
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observations of SiO in protostellar molecular flows. Similarly, shocks appear to be
able to release silicon atoms in the diffuse interstellar medium, which can then be
observed through their UV absorption lines (cf. e.g. Gry et al. [211]). It is very likely
that it is, to a large extent, the effect of shocks that causes the observed differences
between the chemical composition of the gas in the warm diffuse medium and that
in the cold neutral medium, the former exhibiting lesser depletions of the heavy
elements (cf. Sect. 4.1). We will come back to these points in Sect. 15.4.

11.5 Radiation and the Diagnosis of Shocks

It is not really possible to directly observe shocks. However, the radiation of the
medium heated by a shock is observable and can serve as a diagnostic for the
existence and properties of a shock. For J shocks the radiation is easily detectable
when the shock velocity is greater than about 50 km s−1. For the strong, very fast J
shocks in young supernova remnants (several thousands of km s−1), the temperature
as given by (11.30) can be greater than 106 K, X-rays are then emitted. At the lower
temperatures met in later phases of the evolution of supernova remnants, the emission
shifts to the far-UV and then to the visible range. A complication is that far-UV or
soft X-ray radiation is rapidly absorbed by the gas and dust of the medium before
and after the shock and is therefore not observable: this radiation then only heats the
medium, producing the radiative precursor that was mentioned earlier. The emission
from J shocks of moderate velocities (say 30–150 km s−1) has been studied by several
authors (references in Draine & McKee [137]). At velocities greater than ∼ 100 km
s−1 the shock dissociates the molecules and ionizes the atoms. The production of an
unobservable UV radiation results, which creates the radiative precursor and heats
the shocked gas. At lower velocities, only dissociation is of importance and there is
less UV radiation. The calculation of the physical parameters of the shocked gas and
of the line emission is somewhat involved. We reproduce in Figs. 11.6 and 11.7 some
results from the very complete study of Hollenbach & McKee [243] concerning line
emission in the mid- and far-IR.

In the visible range J shocks with velocities 50–300 km s−1 emit recombi-
nation lines and forbidden lines. Some of these lines can be used to distinguish
shocks from H ii regions. The line ratios [S ii]λ6 717,6 731/Hα and [O i]λ6 300/Hα

are much larger in shocks than in H ii regions, because sulphur and oxygen in
H ii regions are essentially in the form of [S iii] and of [O ii] or [O iii], respectively.
Conversely, in shocks we observe a large range of ionization states, for example
the lines of [O i], [O ii] and [O iii] are observed from the same gas. The line ratio
[O iii]λ4 363/[O iii]λ4 949,5 007, which is an indicator of high electron tempera-
tures, is larger in shocks than in H ii regions, because the region that emits these
lines in shocks is at a temperature of some 2 × 104 K, twice the typical temperature
for H ii regions.

The infrared lines can also supply interesting diagnostics. For example, the line
ratio [Fe ii]λ1.64 µm/Brγλ2.17 µm is larger in shocks than in H ii regions. The
reason is that in H ii regions iron is mainly in ionization states higher than Fe ii.
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Fig. 11.6. The integrated intensities, perpendicular to a fast J shock, for the rotational (full
lines) and ro-vibrational (dashed lines) lines of H2. The shock propagates in a gas with initial
density 105 cm−3 (same condition as for Figs. 11.4 and 11.5), the velocity is the abscissa. For
the identification and wavelengths of the rotational and vibrational lines of H2 in its ground
electronic state, see Sect. 4.2 and Table 4.5. Reproduced from Hollenbach & McKee [243],
with the permission of the AAS.

Also, iron is released from dust grains by sputtering in shocks. The [O i]λ63 µm
line is very intense in radiative shocks and the [O i]λ63 µm/[C ii]λ158 µm line
ratio is much larger in shocks than in photodissociation regions, giving an excellent
discriminator between shocks and PDRs.

Low-velocity shocks and C shocks do not emit visible lines because the gas does
not reach high enough temperatures, however they do emit [O i]λ63 µm, [C ii]λ158
µm and the rotational et ro-vibrational lines of H2 (Table 4.5): see Wilgenbus et
al. [548] for the H2 line emission. However, the forbidden atomic or ionic lines of
elements less abundant than O and C are only detectable if the density is relatively
high, in which case the ionization degree is generally small and the multi-fluid effects
become important. If the velocity is low, there is never, in practice, a J shock in the
interstellar medium and only a C shock can result. The rotational lines of H2 are then
intense and characterize these C shocks if there is at the same time emission in the
[O i] and [C ii] far-IR lines but no emission of other fine-structure lines. Conversely,
many fine-structure and other lines are emitted by J shocks from the far-IR to the
visible.
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Fig. 11.7. The integrated intensities, perpendicular to a fast J shock, for the most important
fine-structure lines. The shock propagates in a gas with initial density 105 cm−3 (same
condition as for Figs. 11.4 to 11.6), the velocity is the abscissa. The intensities for the lines
of S, Fe, Cl and Ni are lower limits because the network of chemical reactions used for these
species is incomplete. Reproduced from Hollenbach & McKee [243], with the permission of
the AAS.

As expected, the lines emitted by shocks exhibit “anomalous” velocities and
are often broad. This helps in distinguishing them from the lines originating in
photodissociation regions, which all have the same (low) velocity and have widths
of only a few km s−1.

The infrared continuum emitted by the dust heated in strong J shocks can be
intense and has been observed in supernova remnants (cf. Sect. 8.1; Lagage et al.
[296]; Arendt et al. [11]).

11.6 Instabilities in Shocks

There are various types of instabilities in shocks. A thermal instability can arise
in strong shocks, producing temperature inhomogeneities which complicate the
interpretation of the observed emission lines (cf. Draine & McKee [137], Sect. 5.1).
Various “mechanical” instabilites can also arise (same reference, Sect. 5.2–5.4, and
Chandrasekhar [89]).

Here we will only discuss the Rayleigh–Taylor instability. This instability arises
in any dense fluid supported against gravity by a lighter fluid underneath, or pushed
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by such a fluid. It is obvious that, for example, a layer of water cannot be supported
by a layer of oil which is lighter: an instability arises and water globules fall through
the oil. The situation is often similar behind a shock. The shock is generally created
by a “piston” which pushes the fluid at a supersonic velocity. This is the case
for a supernova remnant, in which gas is ejected by the explosion of a massive
star, forming an expanding and approximately spherical envelope which pushes the
ambient interstellar medium at supersonic velocity. From outside to inside we find
in succession the ambient gas, the shock, and the dense shocked gas separated by
a contact discontinuity from the ejected piston gas which is less dense. It is at this
discontinuity that instability arises. We will present a simplified analysis following
Spitzer [490].

Let us assume that initially the contact discontinuity is a plane and take it as
the origin for z perpendicular to this surface (which will be later deformed by the
instability). The inertia of the shocked medium can be expressed in this reference
frame as an acceleration g along z, similar to gravity, that we can describe by
a potential Φ = gz. We will assume, for simplicity, that both fluids above and below
the surface are incompressible. Near the interface they have, respectively, a velocity
and a pressure equal to va and Pa above and to vb and Pb below. We will also assume
that the densities ρa and ρb on each side are independent of time t and of z. The gas
on each side of the discontinuity obeys the continuity equations for mass (11.1) and
for momentum (11.2). In the present case, ρ is uniform and constant, the equations
can be written as

∇v = 0 (11.39)

ρ
∂v
∂t

+ ρ∇v = −∇ P − ρ∇Φ, (11.40)

where the new term ρ∇Φ corresponds to the acceleration due to the inertia of the
shocked medium.

Let us also assume for simplicity that the velocity derives from a potential Ψv

(this introduces no restriction)
v = −∇Ψv. (11.41)

Equation (11.39) then implies

∇2Ψv = 0. (11.42)

A linearized perturbation solution for this equation, satisfying the condition that
Ψv is zero at large |z|, is

Ψv = Ka e−iωt−kz sin kz above,

= Kbe−iωt+kz sin kz below, (11.43)

where Ka, Kb, ω and k are, for the moment, arbitrary quantities.
On the other hand, equation 11.40 yields, after integrating over z, with ∇v = 0

ρ
∂Ψv

∂t
= P + ρgz, (11.44)
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a relation valid both above and below the interface. The integration constant is zero
because there must be hydrostatic equilibrium at z = ±∞ where ∂Ψv/∂t = 0.

The interface is now perturbed and moves to zi . The value of zi can be obtained
by integration of the component vz of the velocity along z over time, using (11.41)
and (11.43):

zi = − 1

iω

∂Ψv

∂z
= k

iωΨv above,

− k
iωΨv below. (11.45)

The integration constant is zero since zi and Ψv are both zero for t = 0 if ω is real
and for t = −∞ if ω is imaginary. The above equation is only exact to first order in
Ψv because we have neglected, in the exponential of (11.43), the small variation of
zi with time.

The boundary conditions at the interface are that vz and the pressure P are
continuous because the interface is not a shock but a contact discontinuity.

The continuity condition for vz is equivalent to the condition that zi is the same
above and below, which gives

kΨv(a) = −kΨv(b) for z = zi . (11.46)

If we are once again interested in the first-order terms in Ψv we can evaluate this
equation in the plane z = 0. It is simply

Ka = −Kb. (11.47)

In order to determine ω we use the continuity of pressure across the interface.
Starting from (11.44) we obtain

P = iωρΨv − ρgz. (11.48)

Equation (11.45) allows us to express z to first order, in terms of Ψv. The condition
Pa = Pb, evaluated again in the plane z = 0, gives using (11.47)

ω2 = gk
ρb − ρa

ρb + ρa
. (11.49)

Since ρb < ρa, ω is imaginary and there is a growing instability.
The Rayleigh–Taylor instability is considered to be important during the expan-

sion of supernova remnants in the final isothermal stage (see further Sect. 12.1).
It can create turbulence which will enhance the magnetic field. A difference in the
tangential velocities on either side of an interface yields another instability called
the Helmholtz instability. Other instabilities can arise when the velocity distribution
function of some particles is not maxwellian, for example if there are high-energy
particles. We have finally to mention the existence of instabilities in the magnetic
field. The study of these instabilities is a complex affair, and it is all but too easy to
forget one or several of them in a dynamical study.
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In this chapter, we discuss some astrophysical applications of discontinuities and
shocks, including supernova remnants, bubbles, the dynamics of H ii regions and
the acceleration of cosmic rays. Regardless of their interest, we will not discuss
molecular jets from forming stars, which are outside the topics covered by this book.

12.1 Supernova Remnants

The evolution of massive stars (M > 8 M� approximately) ends with an explo-
sion which ejects at high velocity a substantial fraction of the stellar mass into the
surrounding medium. The star would have previously ejected matter into the ISM,
in a more or less continuous way, as lower-velocity winds, and the ejecta from the
explosion first encounters this circumstellar matter and then the interstellar medium
itself. A supernova remnant then forms, this is essentially an hollow shell. Those
supernovae which result from the explosion of massive stars are called Type II super-
novae or SN II. Observationally, they are defined by the presence of hydrogen lines
in their optical spectrum (for the classification of the optical spectra of supernovae,
see e.g. Weiler & Sramek [543]). SN Ib which do not exhibit hydrogen lines, but
do have an absorption line of Si ii at 6 355 Å blue-shifted toward about 6 150 Å,
probably result from the explosion of massive stars in a late Wolf–Rayet stage where
hydrogen has disappeared. In both cases the material which was not ejected ends
up as a neutron star or a black hole. The neutron star, which is a pulsar, can emit
high-energy particles after the explosion, supplying extra energy to the supernova
remnant. In this case, the spherical shell of the remnant is filled with a relativistic
gas, in which the electrons emit synchrotron radiation. Such remnants are called
plerions.

A white dwarf belonging to a close binary system can explode after it has accreted
material from the other component, giving rise to a SN Ia. The spectra of SN Ia do
not exhibit hydrogen lines, nor the Si ii line. There is no compact remnant after
the explosion in this case because the white dwarf is completely destroyed. Such
supernova remnants cannot become plerions. Since there is little or no circumstellar
matter in such systems, SN Ia interact only with the interstellar medium.

The total kinetic energy in the ejected envelope is of the order of 4 × 1050 ergs
for the different types of supernovae, although their optical luminosities can be quite
different: the SN Ia are more luminous than the SN Ib and the SN II.
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Various aspects of supernova remnants are illustrated in Plates 4, 11, 25, 26, 27
and 28.

Schematically, we can distinguish three successive phases in the evolution of
supernova remnants (Woltjer [557]):

1.- a phase of free expansion, the density of the ejected matter being much larger
than the density of the surrounding medium: this phase ends when the mass of the
matter swept by the expanding envelope is of the same order as the initial mass of
this envelope;

2.- a phase of adiabatic expansion; the temperature of the shocked gas is so high
that its radiation is relatively weak (cf. Fig. 8.5), so that the only important energy
losses are through adiabatic expansion of the gas; this phase terminates when the
temperature drops below about 106 K because the radiative losses become important
at this stage;

3.- a late isothermal phase, in which energy is lost through radiation; this phase
ends with the dispersion of the envelope as its velocity falls to about 9 km s−1, which
is roughly the velocity dispersion between interstellar structures.

We now study these three phases in succession, mostly following Spitzer [490].
We will suppose for simplification that the gas ejected by the explosion forms
a spherical shell expanding isotropically. This is a highly idealized situation but it
allows us to understand the basic physics. We will see later in Sect. 12.1 what occurs
if the surrounding medium is inhomogeneous. The analytical approximations that
we use have limitations and a realistic study requires numerical simulations.

12.1.1 The Free Expansion Phase

The ejection velocity of the matter at the explosion is very large, from several
thousands to several tens of thousands km s−1. We might expect that a shock would
form when the ejected matter has swept a radius equal to the mean free path of
the ejected particles in the ambient medium. A simple calculation shows that this
cannot be the case. With an ejection velocity of 20 000 km s−1, the mean free path of
protons in a gas with density 1 cm−3 is as large as 400 pc. A classical shock clearly
cannot form. However, in the presence of a magnetic field of say 5 µG these protons
have a gyration radius smaller than 1011 cm and cannot escape from the envelope.
The shock that forms is a MHD one but its exact nature is poorly understood. This
phase ends at a radius rs of the shock front, when the swept-up mass is of the same
order as the initially ejected mass Me j :

4

3
πr3

s ρ1 ≈ Me j, (12.1)

where ρ1 is the density of the surrounding medium. Assuming Me j = 0.25 M� (SN
Ia) and ρ1 = 2 × 10−24 g cm−3 (n ≈ 1 cm−3), we find rs = 1.3 pc, a radius that will
be reached 60 years after explosion if the ejection velocity is 20 000 km s−1. The
shock velocity then decreases due to conservation of momentum.

In the case of the SN II and SN Ib, the expansion takes place into the circumstellar
medium formed by the matter ejected by the massive star before explosion. The
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corresponding theory was developed by Chevalier [93]; see also Rohlfs & Wilson
[439]. We will not discuss it here because its consequences for the interstellar medium
are minor, the expansion velocity being barely decreased by this first interaction. It
is however interesting to mention that there is synchrotron emission in this phase,
indicating the early acceleration of particles to relativistic energies and also the
presence of a magnetic field, probably enhanced by Rayleigh–Taylor instabilities.

12.1.2 The Adiabatic Phase

This phase is characterized by a non-radiative shock because, as we have already
said, the temperature behind the shock is so high that the radiation from the matter is
weak, the radiative energy losses therefore being negligible. There is conservation of
the energy E liberated by the explosion. This energy is the principal parameter of the
problem. A detailed treatment can be found in the book of Sedov [463]. In particular,
Sedov has shown that there is a self-similar solution, which means that the structure
of the supernova remnant stays constant with time. In this solution a part K1 E of the
total energy is thermal, the rest being kinetic energy, with K1 = const. = 0.72. This
solution also indicates that the ratio K2 of the pressure P2 immediately behind the
shock to the average pressure 〈P〉 of the heated gas in the spherical volume inside the
shock is constant, with K2 = P2/〈P〉 = 2.13. The gas being assumed to be a perfect
gas, the pressure is equal to 2/3 of its specific internal energy u, P = (2/3)u. We
then have

P2 = K2
2

3

3K1 E

4πr3
s

= KE

2πr3
s
, (12.2)

defining K = K1 K2 = 1.53. The shock velocity vs � v1 is given by (11.27) and is

vs =
(

4

3

P2

ρ1

)1/2

=
(

2

3π

K E

ρ1r3
s

)1/2

. (12.3)

Since vs = drs/dt this equation is easily integrated and yields

rs = ( 5
2

)2/5
(

2KE
3πρ1

)1/5
t2/5

= 0.26
(

nH
cm−3

)−1/5 (
t
yr

)2/5 (
E

4×1050 ergs

)1/5
pc.

(12.4)

The temperature behind the shock is given by (11.29) and is, taking (11.28) into
account,

T2 = 3µmH

16k
v2

s = 1.5 × 1011
( nH

cm−3

)−2/5
(

t

yr

)−6/5 (
E

4 × 1050 ergs

)1/5

K.

(12.5)
The temperature behind the shock front increases towards the centre because

the gas was shocked there at an earlier epoch when vs, and hence T2, were larger,
and because the cooling is very slow. Detailed calculations by Chevalier [90] which
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neglect thermal conduction in the hot gas show that T(r)/T2(rs) ∝ (r/rs)
−4.3, where

r is the radius. On the other hand, the density decreases towards the interior even
more rapidly than the temperature increases. Half of the gas inside the shock is in
the outer 6.1% of the shock radius and 3/4 in the outer 12.6%. The density and
the temperature in these layers are respectively 0.50ρ2 and 1.31T2, and 0.28ρ2 and
1.78T2. ρ2 is related to the ambient density ρ1 by (11.26). It is in this zone that most
of the X-ray continuum and lines are emitted. All the interior of the remnant is thus
filled with low-density hot gas, which cools almost exclusively through adiabatic
expansion and will eventually spread out into the general interstellar medium at the
end of the life of the remnant.

However, thermal conduction in the hot gas changes these results considerably,
though without much affecting the shock dynamics. In a general way, the heat flux
Q per unit area in the presence of a temperature gradient ∇T is given by

Q = −κ∇T, (12.6)

where κ is the coefficient of thermal conductivity.
If there is no magnetic field, κ is given by

κ = 5

3

kTλ

vrms
n

(
3k

2m

)
, (12.7)

where λ is the mean free path, vrms = (3kT/m)1/2 the r.m.s thermal velocity, n the
density and m the mass of the gas particles. For a neutral medium, λ is given by
(11.34). For a fully ionized medium, which is the case here, the mean free path is
(Lang [299])

λ = m2v4
rms

Z2nee4 ln Λ
= 3.2 × 106T 2

Z2ne ln Λ
, (12.8)

with

Λ = 1.3 × 104 T 3/2

n1/2
e

. (12.9)

Here, m is the mass of the particles of interest, Z their charge, vrms their
r.m.s. velocity, e the elementary charge and ne the electron density1. Conduc-
tivity is mostly due to electrons and we have, to a first approximation, κ ≈
1 × 10−6T 5/2 erg s−1 deg−1 cm−1. Using this numerical value, we find that the
temperature is almost uniform inside the supernova remnant (Chevalier [91]). We
can then easily obtain the temperature of the hot gas. We saw that in the self-similar
Sedov solution the thermal energy Eth is 0.72 times the total energy E of the su-
pernova, so that the average gas temperature 〈T 〉 inside the remnant is (McKee &
Ostriker [359])

1 Note that λ is the same for electron–electron collisions and for proton–proton collisions
for the same kinetic temperature, the mass of the particle being eliminated between m2

and v4
rms in (12.8) for λ.
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〈T 〉 = 2µmH Eth

3kM
� 1.4 × 1010

( n0

cm−3

)−1
(

rs

pc

)−3 (
E

1051 ergs

)
K, (12.10)

where µ is the mean atomic weight � 0.7 and M is the mass of the remnant, which
is expressed as a function of the ambient density n0 and of the radius of the remnant
rs.

However, thermal conduction is very strongly reduced by a magnetic field,
perpendicularly to the field lines, while it does not change much along the field
lines. The preceding case is thus extreme and the reality should be between the two
extreme cases we have described. Unfortunately we know very little of the properties
of the magnetic field inside supernova remnants. This problem was discussed by
Spitzer [491], Sect. 2.2.

We emphasize the fact that the description we have given is only approximate
and that transitions between the different phases produce additional effects (cf.
Spitzer [491]). The most important effect is the reverse shock, which propagates
towards the centre in the ejected matter. It arises during the transition between the
free expansion phase and the adiabatic expansion phase. The pressure behind the
shock, which results from the interaction between the ejected gas and the interstellar
medium, is high and tends to propagate downstream in the ejected matter. As this
matter cools radiatively the sound velocity decreases and the pressure perturbation
turns supersonic forming the reverse shock. The emission of visible lines in young
supernova remnants is to a large extent produced in this shock. After the passage of
the reverse shock the remnant enters the adiabatic phase.

12.1.3 The Isothermal, or Radiative, Expansion Phase

When the post-shock temperature T2 falls to about 106 K the nuclei of abundant ele-
ments like C, N and O begin to recombine with electrons. The collisional excitation
of the ions so formed and the lines they emit considerably increase the cooling rate
of the electron gas, by some two orders of magnitude (cf. Fig. 8.5). The density is
sufficiently large to allow a fast energy equipartition between the electrons and ions.
The cooling of the gas as a whole is thus efficient and the shock becomes radiative.
Its propagation is no longer maintained by the thermal energy, which is radiated, but
by the momentum of the gas. This regime is often called the snowplough regime.
The transition takes place at a radius of about 15 pc in an interstellar medium with
a density of 1 cm−3, with an expansion velocity of the order of 85 km s−1. The age
of the remnant is then about 4 × 104 yrs. The shell compressed by the shock is much
thinner than during the adiabatic phase.

Due to the conservation of momentum, the product Mvs of the total mass and the
mean velocity of the shell is constant after entering the isothermal phase. Most of
the mass of the shell comes from the interstellar medium, and increases as r3

s . Then,

4

3
πr3

s ρ1vs = const., (12.11)

which gives by integration
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rs = rrad

(
8

5

t

trad
− 3

5

)1/4

, (12.12)

rrad and trad being, respectively, the radius and the age of the remnant at the beginning
of this phase, say when half of the initial energy of the supernova has been radiated
away.

The hot medium which fills the remnant at the end of the adiabatic phase cools
adiabatically during the isothermal phase. It is still rather hot (105 to 106 K) at the
end of the life of the supernova remnant, when it eventually spreads out into the inter-
stellar medium, contributing to the hot phase of this medium (see further Sect. 15.2).
The internal hot medium has some effect on the dynamics of the isothermal phase:
the above simple treatment is thus only approximate. We have also ignored the effect
of the magnetic field, which in this phase can play an important dynamical role: see
Spitzer [491], Sect. 2.2.

The supernova remnant vanishes when the final shock velocity v f is of the
same order as the velocity dispersion in the interstellar medium, about 9 km s−1.
The kinetic energy of the remnant, (1/2)M f v

2
f , is then transfered to the general

interstellar medium. The radius of the remnant is then of the order of 40 pc and its
age of 106 years. It is interesting to give an order of magnitude for the efficiency
η of conversion of the initial energy E of the supernova into kinetic energy of the
interstellar medium. We have

η = M f v
2
f

2E
= M f v

2
f

Mradv
2
rad

Mradv
2
rad

2E
, (12.13)

where Mrad and vrad are, respectively, the mass and the velocity of the shell at the
beginning of the radiative (isothermal) phase. We saw that the kinetic energy during
the adiabatic phase, thus at the beginning of the radiative phase, is 28 % of the total
energy. Since we also have M f v f = Mradvrad ,

η = 0.28
v f

vrad
. (12.14)

Suppose that the transition between the two phases occurs when the temperature
T2 is of the order of 105 K. Then vrad ≈ 85 km s−1 and

η ≈ 0.030. (12.15)

Identified supernova remnants are generally smaller than the radius rrad at which
the snowplough model becomes applicable. But this phase must undoubtly exist.

12.1.4 The Evolution of Plerions

The evolution of plerions has been discussed by Reynolds & Chevalier [434]. In
these supernova remnants the central pulsar supplies energy continuously, at a rate
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that decreases with time because the energy is borrowed from the rotational mo-
mentum of the neutron star. This energy takes the form of a more or less spherical
and homogeneous bubble of high-energy particles and magnetic field, which is seen
through the synchrotron emission of the relativistic electrons. The pressure is ap-
proximately uniform in this bubble because the sound velocity is very high in the
relativistic fluid and rapidly damps pressure fluctuations. The bubble forms within
the matter ejected by the explosion, as can be seen for example in the Crab nebula
(Plate 25). The expansion of the bubble through the ejected matter can eventually
engulf it entirely if the pulsar has a sufficient supply of energy. Then the acceleration
continues until the energy production ceases. If the pulsar stops supplying energy
before the shell has engulfed all the matter the expansion slows down. After the
pulsar emission ceases the evolution of plerions does not differ from that of other
supernova remnants.

Due to the rapid slowing down of the pulsars, whose luminosity evolves as

L(t) = L0

(1 + t/τ)p
, (12.16)

with p ≈ 2 and τ ≈ 300–700 years, plerions are rather young objects with small
radii. We can legitimally consider that the plerion phase is rather common in the
early evolution of supernova remnants.

In general, we must acknowledge that our knowledge of supernova remnants is
still insufficient at the time of writing. The theory we have described is rudimentary
and many uncertainties remain. There are not enough observations, in particular in
the crucial X-ray wavelength range where the best diagnosis of the evolution of
supernova remnants can be found. Fortunately, the situation is rapidly improving
thanks to observations with the X-ray satellites CHANDRA and XMM–NEWTON,
as can be seen in Plates 11, and 25 to 28.

12.1.5 The Expansion of Supernova Remnants
in an Inhomogeneous Medium

Inhomogeneities in the interstellar medium obviously produce distorsions in super-
nova remnants. The most interesting effects arise in dense inhomogeneities engulfed
by the remnant.

The passage of a shock through an inhomogeneous medium compresses the
clouds or the filaments. The pressure increase at the surface of such a cloud creates
an internal shock which propagates from the surface into the dense medium. The
medium is generally dense enough for radiation to occur and to lower the temperature,
so that the shock is isothermal. The pressure being higher on the side directed towards
the centre of the supernova remnant, the cloud is both accelerated and flattened.
The pressure behind the external shock, whose velocity is vs,e, is of the order of
ρe1v

2
s,e (11.27), ρe1 being the density at the surface of the cloud. This pressure is

approximately equal to the pressure behind the internal shock; this shock propagates
inside the cloud where it meets a density ρe2, such that the velocity vs,i of the internal
shock is approximately
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vs,i ≈
(

ρe1

ρe2

)1/2

vs,e. (12.17)

These internal isothermal shocks emit visible and infrared lines.
The acceleration of small, pre-existing interstellar condensations through the

effect of supernova remnant shocks is probably the reason why cloudlets with a ve-
locity ∼ 200 km s−1 are observed in the supernova remnant Cassiopeia A. These
cloudlets have the typical chemical composition of the interstellar medium. The ex-
pansion velocity of this remnant, about 6 000 km s−1, is observed in other cloudlets,
whose very different chemical composition shows that they are made from supernova
material.

Theory and numerical simulations show that, as expected, the interstellar clouds
affected by the shock of a supernova remnant experience instabilities, in particular
of Rayleigh–Taylor type, which eventually destroy them completely but for their
densest parts.

Thermal conduction acts on those dense structures that survive the crossing of
the shock of the supernova remnant. They are now immersed in the hot gas where
they can either evaporate or accrete material. These phenomena have been studied
by Cowie & McKee [105] and McKee & Cowie [358]. The evaporation rate of
a spherical dense globule of radius a immersed in a hot gas with temperature Th is,
if there is no magnetic field (cf. McKee & Ostriker [359])

dM

dt
= 104.44T 5/2

h

(
a

pc

)
g s−1. (12.18)

However, if the cloud radius a is larger than 0.16(Th/106K)2n−1
h pc, where nh

is the density of the hot medium, radiative losses exceed conductive heating and the
cloud grows by the condensation of the hot medium. Such phenomena can deeply
affect the supernova remnant dynamics and play a very important role in the physics
of the three-component interstellar medium as described by McKee & Ostriker [359].
We will discuss this further in Sect. 15.2. However, as we have seen, the magnetic
field would significantly decrease the thermal conduction in a poorly understood
way and make these processes less efficient: cf. Spitzer [491], Sect. 3.

12.1.6 Non-Thermal Radiation of Supernova Remnants

Supernova remnants have long been known to be very intense radio sources. The
radio emission is clearly due to the synchrotron radiation from relativistic electrons
(cf. Sect. 2.2), as revealed by a spectrum decreasing towards higher frequencies,
and above all by the linear polarization which can be very high in some regions, for
example in some parts of the Crab nebula. Recently, it was shown that supernova
remnants are non-thermal sources of X-rays and of gamma rays reaching energies as
high as several TeV (see references in Bykov et al. [74]). The presence of these emis-
sions shows that supernova remnants are extremely powerful and efficient particle
accelerators.
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For observational reasons, the radio emission of supernova remnants was the
first studied and best understood non-thermal radiation. In SN II and SN Ib radio
emission appears a few days after the explosion, reaches a maximum after about
10 days at high frequencies, later at lower frequencies, and then decreases (Weiler
& Sramek [543]). The apparent radio diameter of some extragalactic supernova
remnants has been measured with the Very Large Array soon after the explosion
and exhibits an increase with time. The delay of the emission at lower frequencies
is due to the synchrotron optical thickness, or to free–free absoption by the ionized
gas in the remnant (5.26), which are both larger at lower frequencies. SN Ia have no
radio emission at these early stages, showing that the synchrotron radiation is due
to electrons and magnetic fields which are, respectively, accelerated and created by
a shock in the pre-explosion circumstellar medium, and this exists only for SN II
and SN Ib (cf. Chevalier [93]).

More evolved SN II or Ib remnants are also radio emitters, for example Cassiopeia
A (Plates 26 and 27) with a present age of about 340 yrs2. The case of Cassiopeia
A, the youngest supernova remnant known in our Galaxy, is of interest because
its radio flux decreases slowly with time. Shklovsky [468] has suggested that this
decrease is due to the fact that the magnetic field and the relativistic electrons were
born soon after the explosion and fill up the cavity of the remnant. In his model the
expansion causes a decrease in the magnetic field, and also adiabatic energy losses
for the relativistic electrons, which both contribute to the decrease of the radio flux.
The book of Rohlfs & Wilson [439] reproduces the calculation of Shklovsky, which
presents a great pedagogical interest. However this model does not explain why the
emission comes from a thin shell, rather than from all the volume, and suggests that
the flux decrease would make old supernova remnants unobservable in the radio,
which is contrary to observations. Another old model due to van der Laan [526]
supposes that the emission comes from the compression of the interstellar magnetic
field and of the cosmic-ray electrons by the shock wave of the remnant. It can
account for the old supernova remnants but not for the very strong radio emission
of the young remnants, because the density increases only by a factor of 4 after
the passage of the strong J shock, and the magnetic field can barely be increased by
a larger factor (except through secondary effects that will be mentioned later). Van der
Laan thus assumed that other relativistic electrons were accelerated during the initial
explosion itself, but his model then has the same deficiency than that of Shklovsky.
It is thus certain that relativistic electrons are accelerated in the shock and that the
magnetic field is strongly enhanced there (for a recent paper on this subject see
Berezhko & Völk [33]). This problem was first treated quantitatively by Gull [215].
He assumed that the Rayleigh–Taylor instability in the contact discontinuity behind
the shock (Sect. 11.5) produces a turbulent zone which confines and accelerates

2 While the explosion of the Crab supernova and of other supernovae has been reported in
historical annals, this is not the case for the explosion of Cassiopeia A, probably because
of the large amount of interstellar extinction in front of this object. The age of Cassiopeia
A has been calculated from the observation of the proper motion of its filaments (Kamper
& van den Bergh [277]).
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those relativistic electrons that survive from the initial phase or come from the
surrounding interstellar medium. The magnetic field is also amplified because of the
strong interaction between turbulence, the magnetic field and relativistic particles,
which leads to an approximate equipartition of particle and magnetic energies with
the energy of turbulence. The relativistic electrons and the magnetic field can also
come from the central pulsar in the case of plerions, like the Crab nebula. This case
was discussed by Reynolds & Chevalier [434].

Since the work of Gull considerable progress has been made in the theory
of the acceleration of charged particles in shocks and we have realized that this
acceleration is extremely efficient. We will examine it later in Sect. 12.4, when
dealing with the acceleration of cosmic rays. Satisfactory models exist that can
account for all the properties of the non-thermal radiation of supernova remnants
with accelerated particles radiating either by the synchrotron mechanism or by
Bremsstrahlung, inverse Compton effect and nuclear interactions (Sect. 6.2). We
lack space here to describe these models: the interested reader should consult the
papers by Baring et al. [21], by Ellison et al. [155] and by Berezhko & Völk [32].

12.2 Bubbles

Most of the contents of this section come from the review of Tenorio-Tagle &
Bodenheimer [507].

The interstellar medium contains shells, or bubbles, of neutral or ionized hydro-
gen which are apparently large and empty (sizes from 100 pc to more than 1 kpc): cf.
Heiles [224]. They are easily seen in H i maps and Hα images of external galaxies
(Plates 10 and 29), but they also exist in our Galaxy, although here they are more
difficult to see (Plates 3 and 32). The Local bubble is one example. The expansion
velocity of these bubbles has been measured in some cases. Their total kinetic energy
can be larger than 1053 ergs, showing that these bubbles cannot be supernova rem-
nants since the total energy produced by a supernova is smaller than 1051 ergs. They
therefore might result from the collective effect of many supernova explosions, to
which the winds of massive stars add energy (Bruhweiler et al. [72]). It is therefore
necessary that many such objects occur in a relatively short time interval. This does
not raise particular difficulties in galaxies with active star formation like the Large
Magellanic Cloud, where hundreds or even thousands of massive stars can be formed
in a single cluster or association during a period of only a few million years. The
situation is, however, less favorable in less active galaxies, like our Galaxy or the An-
dromeda galaxy M 31, although even these galaxies possess populous star clusters or
associations like NGC 3603 in the Galaxy (Brandner et al. [66]) or NGC 206 in M 31.
The number of bubbles observed in such external galaxies is irreconcilable or only
marginally reconcilable with star formation rates (McClure-Griffiths et al. [355]).
Alternative ways to create bubbles are the expansion of supergiant H ii regions, this
will be discussed in Sect. 12.3, or the collision between an infalling gas cloud and the
disk of the Galaxy, this will not be discussed here. Alternatively, Wada & Norman
[538] suggest that a thermally and gravitationally unstable disk can generate large
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shell-like structures in which dense clumps and filaments surround a hot gas interior,
a suggestion apparently supported by the two-dimensional simulations carried out
by Wada et al. [539].

Given the large dimensions of the bubbles, their relatively low expansion velocity
(a few tens of km s−1) and the fact that their shells do not radiate appreciably at
X-ray wavelengths and are thus relatively cold, we may assume that they are in the
isothermal phase, if indeed there are created by collective explosions of supernovae.
Assuming that all the events that created the bubble occurred in a short time interval
compared to the present age of the bubble, t, which is reasonable since t > 107 years
for a large bubble, we can then evaluate the total energy EE of these events in the
same way as we evaluated the efficiency η for a single supernova (12.15). Taking
a mass for the shell, given by the empirical relation M ≈ 8.5(rS/pc)2 M�, where
rS is the radius, and an expansion velocity of 20 km s−1, a 1-kpc radius bubble has
a kinetic energy of 3.4 × 1052 ergs. This implies, using (12.15), an initial energy
EE = 5 × 1053 ergs. This is equivalent to the energy of about 1 000 supernovae.
However, this does not take into account stellar winds. The total kinetic energy of
a stellar wind of 3 × 10−6 M�/year emitted for 3 × 106 years with a velocity of
2 000 km s−1, values typical of a massive star, is of the order of 4 × 1050 ergs,
comparable to the energy of a supernova. We can then divide by a factor ∼ 2 the
necessary number of supernovae, the energy per star being about 1051 ergs.

A simple calculation, which is perhaps more realistic than the previous one, was
presented by McCray & Kafatos [356]. They supposed that supernovae explode at
a constant rate with an interval between explosions ∆τ = (50/N∗)106 years, where
N∗ is the total number of massive stars that will produce supernovae. The injected
power in the bubble is then E/∆τ = 6.31035(E/1051 ergs) ergs s−1. With a uniform
density n0 for the interstellar medium the radius of the bubble is then found to be

rs = 97N∗
( n0

cm−3

)−1
(

E

1051 ergs

)1/5 (
t

107 ans

)3/5

pc. (12.19)

However, the density decreases in going away from the galactic plane, and the
pressure inside the bubble will also decrease because it tends to spread out into the
halo. After the bubble radius reaches the scale height of the gas z0 in the galactic disk
we may assume the conservation of momentum in the Galactic plane, which leads
to rs(t) = z0(t/t0)0.25, where t0 is the age at which the radius reaches z0. The bubble
now has the shape of a hollow cylinder whose walls are almost perpendicular to the
galactic plane, forming a chimney through which the hot gas which fills the inside of
the bubble can escape. These results are confirmed by numerical simulations such as
that presented in Fig. 12.1. Such chimneys are observed in the 21-cm line (Plate 32).

Another effect is the deformation of the bubbles due to the differential rotation of
the disk (Tenorio-Tagle & Palous [509]). The bubbles become elliptical after some
107 years. These ellipses become progressively elongated and align themselves in
the direction of rotation. Such deformations are effectively observed in external
galaxies and can give interesting constraints on the ages of the bubbles.
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Fig. 12.1. Hydrodynamic simulation of a bubble formed by the sequential explosion of
supernovae in the disk of a Galaxy where the density decreases with z according to a gaussian
distribution. The density of the interstellar gas in the plane is n = 1 cm−3 and its scale height
is z0 = 100 pc. The interval between supernova explosions is 2 × 105 years and the first one
was supposed to have occured 5.6 × 106 years ago. Each supernova supplies an energy of
1051 ergs. Tick marks in abscissae and ordinates are placed every 250 pc. The contours are
isodensity in the plane of symmetry and the arrows indicate the velocity. The structures are
due to the Rayleigh–Taylor instability. From Tenorio-Tagle et al. [508], with the permission
of ESO.

Finally, the interaction between neighbouring bubbles produces a kind of dense
wall of gas (Yoshioka & Ikeuchi [566]). Such a wall has been observed in the 21-cm
line and through UV and X-ray absorption between the Local buble and another
bubble (Egger & Aschenbach [152]).

12.3 The Dynamics of H ii Regions

The interface between H ii regions and the surrounding neutral gas was examined
from the physico-chemical point of view in Chap. 10. We will now examine it
from the dynamical point of view. A good review article is that of Yorke [564] but
interesting information can also be found in the books by Kaplan [278] Sect. 3.11 and
3.15, and Spitzer [490] Sect. 12.1, and also in Tenorio-Tagle & Bodenheimer [507].
Here, we cannot discuss all the aspects of the problem and we will not, in particular,
treat the formation of ultra-compact and compact H ii regions around young stars in
molecular clouds, for which the rotation and the wind of the star play an important
role. The references just cited give some elements of their formation and evolution.

The ionized and the neutral gases around a H ii region are separated by a discon-
tinuity which moves into the neutral medium because the photons from the central
hot star(s) continuously ionize new hydrogen atoms in a thin layer of the neutral
medium. Furthermore, the pressure in the ionized gas is considerably higher than
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the pressure in the neutral gas, producing an expansion of the ionized medium. The
discontinuity, called the ionization front, acts as a piston which moves at a veloc-
ity generally greater than the sound velocity in the neutral medium, and therefore
produces a shock in this medium. This shock propagates in the neutral medium as
a second discontinuity.

12.3.1 The Ionization Front

The equations that describe the motions of these two discontinuities are similar to
the general equations for a shock. Let us first consider the motion of the ionization
front. The flux of matter through this front depends only on the flux of ionizing
photons. We will assume for simplicity that the neutral medium has no motion
parallel to the front and we will neglect the magnetic field. These assumptions are
well justified, except for the neglect of the magnetic field in a dense molecular cloud.
The continuity equation for the mass flow (11.16) becomes

ρ1v1 = ρ2v2 = J, (12.20)

where J is now the flux of hydrogen atoms through the front, which is (cf. Sect. 5.1)

J = µ1mHS(0)

4πr2
S

e−τ , (12.21)

where µ1mH is the mean mass which crosses the front per ionization (about 1.5mH

when taking into account helium and heavy elements) and S(0) is the flux of photons
able to ionize hydrogen, which is given by Table 5.1 as a function of the spectral
type of the star. rS is the distance to the ionizing star(s) (the Strömgren radius)3. The
exp(-τ) factor represents the absorption of the Lyman continuum photons by dust
inside the H ii region. This is an uncertain quantity because the properties of the
dust at very short wavelengths are poorly known, in particular inside H ii regions.
exp(-τ) is often assumed to be of the order of 0.5. A more exact expression is given
by Bertoldi & Draine [37].

The equation of conservation of the momentum flux (11.17) can simply be
written as

ρ1

(
kT1

µ1mH
+ v2

1

)
= ρ2

(
kT2

µ2mH
+ v2

2

)
, (12.22)

where µ1 and µ2 are the mean masses of the gas particles on either side of the
ionization front (respectively about 1.5 et 0.8). We should in principle add to the
right-hand side of the equation a term corresponding to the radiation pressure in
the transition zone, which is (hν0/c)[S(0)/4πr2]e−τ , but this term is negligible with
respect to the others.

The discussion of the different types of ionization fronts is rather involved. We
present here, as an illustration, a simplified version following Kaplan [278], which

3 Of course, if there are several ionizing stars their contributions must be summed.



276 12 Shock Applications

uses a supplementary condition called the Jouguet point condition, used in the case
of detonation waves which have properties close to those of ionization fronts: if the
pressure in the H ii region is not too high, the ionized gas behind the front expands
freely in the H ii region, at the velocity of sound c2 with respect to the front4. We
point out the fact that this condition is not always met, so that the cases we will
describe are limiting cases. If it is met, we have

v2 ≈ c2 =
(

γkT2

µ2mH

)1/2

. (12.23)

Substituting this equation in (12.20) and (12.21) we immediately obtain the
values of the densities ρ2 and ρ1

ρ2 = J/c2, (12.24)

ρ1 = ρ2v2

v1
= J

v1
. (12.25)

The velocity v1 of the front, with respect to the neutral medium, is given by

v1 + 1

v1

kT1

µ1mH
= (γ + 1)

(
kT2

γµ2mH

)1/2

. (12.26)

The solution of this equation for v1 is

v1 =
[
(γ + 1)2kT2

4γµ2mH

]1/2

±
[
(γ + 1)2kT2

4γµ2mH
− kT1

µ1mH

]1/2

, (12.27)

or, since T1 � T2,

v1 =
[
(γ + 1)2kT2

4γµ2mH

]1/2 {
1 ±

[
1 − 2γ

(γ + 1)2

µ2T1

µ1T2
+ ...

]}
. (12.28)

The minus sign corresponds to a rarefaction wave, for which the density in the
H ii region is smaller than that in the neutral medium. The plus sign corresponds to
a compression wave, for which the density in the H ii region is larger than that in
the neutral medium. Both cases are met in nature, as we will see later, but only the
rarefaction waves are encountered in well-developed H ii regions.

The parameters of the ionization front are fully determined by the above equations
if the upstream temperature, T1, and the downstream temperature, T2, are known.
T1 has to be determined independently (we will see how later). T2 plays a more
important role. If the density behind the front is high enough, which is the case for
a compression wave, T2 is approximately equal to that in the H ii region, and is of

4 We here use the adiabatic sound velocity for simplification. However, the cooling being
relatively fast in H ii regions, the sound velocity might be closer to the isothermal velocity
cII,2 = (kT2/µ2mH)1/2.
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the order of 10 000 K. But if the density behind the front is low, we must calculate
T2 using the equation for the conservation of the energy flux,

ρ1v1

[
γkT1

(γ − 1)µ1mH
+ v2

1

2

]
= ρ2v2

[
γkT2

(γ − 1)µ2mH
+ v2

2

2

]
− ε0J. (12.29)

The last term in this equation accounts for the heating of the gas by ionization,
where ε0 is the mean energy given to a photoelectron by an ionizing photon, which
depends on the effective temperature of the ionizing star(s). Here, we neglect the
cooling of the gas since it is supposed to have a low density. Using (12.20) and
(12.22), we find

v2
1 = γ + 1

γ − 1

kT2

µ2mH
− 2γ

γ − 1

kT1

µ1mH
− ε0

mH
. (12.30)

Equating this value for v1 to that given by (12.28) we can determine T2 given T1.
Finally, we have the values of all the important quantities as follows.
- Compression wave (critical solution of type R)5:

T2 = γ(γ − 1)

γ + 1

µ2ε0

k
, v1 =

[
(γ 2 − 1)ε0

mH

]1/2

,

ρ2

ρ1
= v1

v2
= γ + 1

γ
, ρ1 = J

[
m3

H

(γ 2 − 1)ε0

]1/2

. (12.31)

- Rarefaction wave (critical solution of type D)6:

T2 = γ − 1

γ(γ + 1)

µ2ε0

k
, v1 = µ2T1

µ1T2

[
(γ − 1)ε0

(γ + 1)3mH

]1/2

,

ρ2

ρ1
= v1

v2
= 1

γ + 1

µ2T1

µ1T2
, ρ1 = J

[
(γ + 1)3

γ − 1

m3
H

ε0

]1/2

. (12.32)

With γ = 5/3, the density jump ρ2/ρ1 is 8/3 for a compression front. It can
be a small as 1/60 for a rarefaction front. The velocity of a R front is about 26 km
s−1 (but see later a more exact value), while that of a D front is much smaller, of the
order of 0.2 km s−1. R fronts are therefore supersonic and D fronts are subsonic.

Given the usual ranges for S0, and for ε0 (4 to 7 × 10−12 erg), and taking
T1 = 1 000 K, we find values of the temperature T2 from 9 000 to 15 000 K behind
a compression front and from 3 000 et 6 000 K behind a rarefaction front. The gas
then heats or cools accordingly until it reaches its equilibrium value in the H ii region,
which is of the order of 10 000 K.

5 The notation R is for “rarefied gas” since the front meets in this case a gas of relatively
low density.

6 D is for “dense gas” since the front meets a denser gas than that of the H ii region.
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12.3.2 The Shock

Given (12.31) or (12.32), the density ρ1 upstream of an ionization front is fixed
by the ionizing photon flux and by the mean energy of the photoelectrons. It is
generally different from the mean density ρ0 in the neutral medium through which
the ionization front progresses. We therefore expect that the ionization front is
preceded by a density perturbation, then equivalently a pressure perturbation, which
can be either a compression wave, if ρ1 > ρ0, or a rarefaction wave, if ρ1 < ρ0.
These waves propagate with the velocity of sound in the neutral medium. However,
in the case of a compression ionization front (R front), with a supersonic velocity,
such a perturbation can only propagate if it is of rarefaction type and adiabatic, in
which case it might possibly reach a velocity greater than that of the front.

Conversely, if the ionization front is a D-type (rarefaction) front, it is subsonic and
a perturbation can always precede it. This perturbation is in general a compression
wave because the upstream compression by the ionization front is such that ρ1 > ρ0

in most cases. It can become supersonic, forming a shock, because the sound velocity
decreases in the neutral medium due to the fact that its temperature is much lower than
T1. This brings to mind the reverse shock that we encountered in supernova remnants
(Sect. 12.1). The analytical treatment of this configuration is difficult but there exists
a self-similar solution for a planar flow, when the photon flux in the Lyman continuum
is constant in time: see Kaplan [278] Sect. 15. Another approximate solution, that
deals with spherical symmetry, is due to Spitzer [490] Sect. 12.1.c. Its results can
be summarized in a qualitative way (Fig. 12.2), for a H ii–H i transition. The D
ionization front is preceded by a shock which compresses the gas in the H i region
and heats it without producing collisional ionization: the temperature, which is the
temperature T1 upstream of the ionization front, is limited by the emission of the
fine-structure lines, in particular of those of O i, and is probably of the order of
1 000 K or slightly higher. This temperature determines in turn, as we have seen,
the compression ratio for the ionization front. The ratio between the thickness of
the compressed region and that of the Strömgren radius is of the order of T1/4T2,
i.e., a few hundredths. All of the compressed region is expanding. In the self-similar
model of Kaplan its velocity, with respect to the ambient H i medium at rest, is
constant and of the order of

vs = 2

(
ρ2

ρ0

kT2

µ2mH

)1/2

� 20 km s−1. (12.33)

Spitzer gives the following expression for the spherical case, which is probably
more realistic:

r

r0
=

(
1 + 7

4

cII t

r0

)4/7

, (12.34)

which implies that the velocity of the medium cannot be larger than the isothermal
sound velocity cII = (kT2/µ2mH)1/2 in the ionized gas, which is of the order of
10 km s−1.

Note that the velocity vs of the compressed medium is not the velocity v1, which
is the relative velocity of the compressed gas with respect to the ionization front
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Fig. 12.2. Schematic distribution of the gas density ρ and of its velocity v with respect to
the surrounding medium, for a system consisting of a compression shock preceding a D-type
(rarefaction) ionization front. These quantities are given as a function of the non-dimensional
parameter η = r/[t√(kT2)/(µ2mH)], where t is the time, and the other quantities are defined
in the text. Taken from Kaplan [278].

and is a very low velocity. Just upstream of the ionization front there is a flow of
freshly ionized gas whose velocity decreases downstream of the front. The average
density in the H ii region is in the end not very different from the density ρ0 in the
surrounding medium: this is an expected consequence of mass conservation. It is
possible to generalize these results to the case of a non-negligible magnetic field.
They are not qualitatively different.

12.3.3 Neutral Globules in a H ii Region

The structure of the compressed gas that we just described contains the photodis-
sociation region that was already treated in Chap. 10. A dynamical study, including
the magnetic field and accounting for ionization and photodissociation at the surface
of a molecular cloud submitted to the UV radiation field of hot stars, is given by
Bertoldi & Draine [37].

A similar structure exists near the surface of neutral globules inside an H ii region.
A full non-stationary treatment is, in principle, necessary in this case, as well as in
the case of dense globules immersed in a more diffuse medium at the surface
of an inhomogeneous molecular cloud. There, the chemical composition of the
photodissociation region is significantly modified because slow chemical reactions
do not have time to reach completion. Conversely, in the case of a well-developed
classical H ii region, the ionization front propagates slowly into the neutral medium
(the inner part of which is also the photodissociation region) because the Lyman
continuum flux is not very large, and the stationary models of photodissociation
regions of Chap. 10 are valid.
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A simple calculation, following Hollenbach & Tielens [244], gives the con-
ditions for which a non-stationary study becomes necessary. Assuming for sim-
plification pressure equilibrium and temperatures of 104 K in the H ii region
and 1 000 K in the photodissociation region (PDR), the density in this region is
nPDR = 2nHIITHII/TPDR � 20nHII (remember that there are twice as many particles
in the H ii region due to ionization, hence the factor 2). Assuming that evaporation
of the newly ionized gas occurs at the isothermal sound velocity in the H ii region,
cII � 10 km s−1, the velocity of the flow through the photodissociation region is
vPDR � (nHII/nPDR)cII ≈ 0.5 km s−1. The time taken by this flow to cross the
photodissociation region is τPDR � (NPDR/nPDR)/vPDR, where NPDR is the column
density in the active part of the photodissociation region, which can be obtained from
photodissociation models. Equating τPDR to τH2 , the characteristic destruction time
of H2 by photodissociation, we obtain a critical velocity for the flow of ≈ 0.7 km
s−1, above which the abundance of H2 becomes significantly different from its “sta-
tionary” abundance (with no flow of matter). In fact, the abundance of H2 is larger
because the flow continuously brings new molecules.

The fact that the critical velocity is so close to the estimated flow velocity
through the photodissociation region shows that the effect of this flow on chemistry
is important. This has been studied in detail by Bertoldi & Draine [37], and later
by Störzer & Hollenbach [496]. In reality, our hypothesis of uniform pressure is not
exact. Upstream of the ionization front there is a zone compressed by the pressure
of the flow of gas just ionized. This is the zone in which the shock, mentioned in
the previous section, propagates. In particular, the pressure can increase strongly
and suddenly when a neutral region is exposed to strong UV radiation, for example
when a star switches on or when a dense fragment is exposed to radiation due to the
dispersion of a more tenuous surrounding medium. This pressure increase creates
a shock which propagates into the neutral medium.

Figure 12.3 describes the structure of the surface of a neutral globule immersed in
a tenuous medium and submitted to the UV radiation field of a hot star. It is limited by
a D-type ionization front, from which freshly ionized gas evaporates with a velocity
close to the velocity of sound in the H ii region. The photodissociation zone is located
inside the compressed region upstream, and we can define a photodissociation front,
much thicker than the shock front, where the abundances of H i and H2 are roughly
the same. In Fig. 12.3 this front is located between the ionization front and the shock
but, in an earlier phase, it might have been upstream of the shock. The dissociation
front propagates into the molecular cloud with the velocity

vD = 2η fd FUV

n1
= 18.2

( η

0.5

)(
fd

0.15

)
χ

n1
km s−1, (12.35)

in which η � 0.5 is the fraction of the UV photons that are absorbed by H2

(the rest being absorbed by dust) and fd � 0.15 is the fraction of these photons
that lead to photodissociation. FUV is the photon flux between 912 and 1 110 Å,
which is χ times the flux in the solar neighbourhood. The dissociation front slows
down with time due to a piling up of the matter upstream. The velocity of the
ionization front is given by (12.33) (see also (12.34)) and in general differs from
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that of the dissociation front. If it is higher, the dissociation front cannot separate
from the ionization front and a photodissociation region cannot form. This requires
very hot exciting stars so that the flux ratio between the Lyman continuum and the
wavelengths between 912 and 1 110 Å is large. Such merged ionization/dissociation
fronts might well exist at the surface of the cometary globules in the Gum nebula.
These are small, neutral, evaporating globules localized inside an extended, low-
density H ii region and which are illuminated by the very hot stars ζ Puppis and
γ 2 Velorum. The Orion nebula also contains cometary globules (Plate 30), many of
which are evaporating protostellar disks which might never form stars. Very little
atomic hydrogen is expected around these globules and the chemistry is different
from the usual chemistry in photodissociation regions, with formation of H+

2 and
also of H+

3 produced by H+
2 + H2 → H+

3 + H.
The photodissociation front and the shock can also merge in some cases. Even

outside these extreme cases, the physico-chemistry of the photodissociation region
can be affected by non-stationary phenomena and requires a time-dependent analysis:
see e.g. Bertoldi & Draine [37] for the details.

Fig. 12.3. Schematic structure of the surface of a dense molecular globule exposed to the
ionizing and dissociating radiation of a hot star. A dense, neutral gas layer between the
ionization front and the shock propagates toward the inside of the globule, pushed by the
pressure of the ionized gas which escapes through the ionization front and forms a photo-
evaporation flow. A dissociation front is also present and this separates the zones dominated,
respectively, by atomic and molecular hydrogen. In this example the dissociation front is
located between the ionization front and the shock but it might merge with either of these.
See the text for the meaning of the parameters. vA1 and vA2 are the Alfvén velocities in the
compressed zone and in the upstream medium, respectively. Reproduced from Bertoldi &
Draine [37], with the permission of the AAS.

The non-stationary structures we have described can be identified with the curved
bright rims that are often observed at the extremes of H ii regions, some of these
look like fingers or elephant trunks (see Plates 20 and 22). The brightest part of these
rims corresponds to the relatively dense layer which, according to spectroscopic
observations, has a velocity of the order of cII � 10 km s−1 with respect to the
ionized gas. A simple calculation by Spitzer [490] gives the orders of magnitude for
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the parameters of these objects. Let J0 be the ionizing flux outside the dense ionized
layer (12.21) and J the remaining ionizing flux at the ionization front, the rest being
absorbed by recombinations in the dense layer. Suppose that the ionization front
has a radius Ri and that the ionized gas is expanding spherically. The density in the
ionized medium at some radius R > Ri is, given the conservation of matter,

ni(R) = J

cII

(
Ri

R

)2

. (12.36)

Neglecting the absorption by dust, the difference between J0 and J is simply
the number of recombinations in a 1 cm2 column through the ionized layer. We thus
have

J0 − J =
∫ ∞

Ri

α[ni(R)]2dR ≈ αJ2 Ri

3c2
II

, (12.37)

where (12.36) was used in the integration. The recombination coefficient α is inter-
mediate between the quantities a and α(2) given by (5.8) and (5.15), respectively,
because a part of the Lyman continuum photons resulting from recombination es-
cape from the layer. Furthermore, (12.37) is only strictly valid in the direction of the
ionizing star. We will assume that it applies to all of the internal hemisphere. The
solution of (12.37) for J0/J is

2J0

J
= 1 +

(
1 + 4

3

αJ0 Ri

c2
II

)1/2

. (12.38)

Let us take Ri = 0.2 pc, α = 4 × 10−13 cm3 s−1 and cII = 10 km s−1. At
a distance of 9 pc from a O7V star, for which Table 5.1 gives S(0), we find J0/J ≈ 8
and ni ≈ 100 cm−3 immediately behind the ionization front. From (12.24) the
density of neutral atoms just upstream of the front is of the order of 3 × 104 cm−3.
This region has probably been compressed by a shock. The thickness of the dense
ionized gas is of the order of 15 to 20% of Ri , which is in reasonable agreement with
observations.

The rocket effect of the ionized gas on the side of the cloud which faces the star
accelerates this cloud, the momentum exchange per second being of the order of
cII dM/dt, where M is the mass of the cloud. dM/dt is simply the ionization rate of
the cloud and is

dM

dt
= −πR2

i Jµ1mH, (12.39)

while the velocity v of the globule increases such that

M = M0e−v/cII , (12.40)

where M0 is the initial mass of the globule.
It is clear that, if the H ii region forms in a fragmented medium, the above

phenomena will yield density irregularities and complex velocity fields inside the
H ii region, that will persist even after the gas is entirely ionized. This is probably
the cause of the large density fluctuations that are observed in many H ii regions,
although turbulence can also play a role here (cf. Chap. 13).
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12.3.4 The Evolution of H ii Regions

The evolution of a classical, spherical H ii region involves the following steps.

Formation Phase

One or several stars switch on and begin to emit ionizing photons inside a neutral
medium, that we will assume for simplification to be uniform and infinite, although
this is certainly not the case in reality. A R-type ionization front forms and moves
through the gas with a supersonic velocity

dr

dt
= S(r)

4πr2nH
= 1

4πr2nH

[
S(0) − 4

3
πr3n2

Hα(2)

]
, (12.41)

S(r) being the total number of ionizing photons that reach the radius r of the front per
second. This number is related to the total flux S(0) of photons emitted by the star
by an equation that can easily be derived from equations of Sect. 5.1. Its integration
gives

r3 = r3
S[1 − exp(−nHα(2)t)], (12.42)

where rS is the Strömgren radius given by (5.16). When the front velocity falls below
a critical value of the order of 2cII , where cII is the sound velocity in the H ii region,
the ionization front changes to a D-type front and is preceded by a shock wave. This
occus at a radius r such that (rS

r

)3 = 1 + 6cII

nHα(2)r
. (12.43)

We can see that this critical value for the radius is only a few per cent smaller
than the Strömgren radius. This transition marks the end of the formation phase.
Detailed numerical studies of the initial phase show that the temperature is higher in
the front compared to the equilibrium temperature in the rest of the H ii region. This
gives a diagnostic for this phase.

Expansion Phase

This phase corresponds to the configuration D-front - compression shock that we
already described. The velocity of the ensemble is initially of the order of 10 km
s−1 and reduces by half when r = 2rS. Expansion ends when pressure equilibrium
sets in between the neutral and the ionized regions, for r � 5rS, or when the stars
end their main-sequence evolution and cease to emit ionizing photons. This marks
the beginning of the recombination phase.
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Recombination Phase

The evolution of “fossil” H ii regions during this phase depends on the way the
ionizing flux decreases with time. From the results of numerical simulations of by
various authors, Yorke [564] makes the following general remarks. The decrease
of the ionizing flux causes a retrogradation of the ionization front, which might be
supersonic if the flux decreases fast. Due to its inertia, the neutral gas which results
from recombination keeps expanding, preceded by the shock which is now main-
tained by inertia, that propagates in the neutral surrounding medium. The H ii region
keeps the appearence of an ionized sphere surrounded by a thick shell of neutral gas
with density comparable to that of the ionized gas, which expands at a few km s−1.

The two last phases correspond to the formation of bubbles of neutral gas which
add to those we described Sect. 12.2. They were studied in detail by Tenorio-Tagle
& Bodenheimer [507].

Expansion in an Inhomogeneous Medium: the Champagne Phase

In this section, we have assumed that the expansion of the H ii region occurs in
a homogeneous medium. This is obviously a very idealized situation. What occurs in
a clumpy medium at small scale was examined in Sect. 12.3. Expansion in a medium
inhomogeneous at large scales will obviously produce spectacular effects. Because
massive stars often tend to form near the surface of molecular clouds, the initially
spherical H ii region around them will puncture the surface and expand through the
hole in the low-density surrounding medium. This is the champagne phase, so called
by analogy with what occurs when a champagne bottle is opened. The expansion of
the H ii region is essentially free and takes place at the sound velocity of this gas. It
forms a blister of ionized gas at the surface of the neutral cloud. The H ii region is
now bounded by ionization inside the cloud, and by density (lack of matter) outside.
Figure 12.4 shows an example of numerical simulation of such a flow. Champagne
flows are very important in practice because they can efficiently disperse molecular
clouds after star formation.

12.4 The Acceleration of Cosmic Rays

With the development of radioastronomy it became obvious that shock waves in
supernova remnants are able to accelerate electrons very easily, and probably also
ions. They carry an energy about ten times larger than that contained in cosmic rays,
which makes the idea attractive from the energetic point of view. Although it is
known that particles are also accelerated in solar and stellar bursts, these bursts do
not carry enough energy to produce the galactic cosmic rays.

We will first remind the reader of some basic notions on the propagation of
charged particles in a moderately inhomogeneous magnetic field, in particular in
the interstellar medium which can be considered as perfectly conducting due to its
ionization and low density. The electric field is everywhere zero, and the magnetic
field is assumed to be frozen in the gas.
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Fig. 12.4. Numerical simulation of the velocity field and the density (left) in a champagne
flow with cylindrical symmetry, t = 6.6 × 105 years after switch-on of an O star producing
7.6 × 1048 Lyman continuum photons per second. The star is at about 1 Strömgren radius
of the cloud surface (triangle on the left of the figure). The contours in this figure give the
density in g cm−3 in logarithmic scale. The arrows indicate the velocity (scale at the bottom
right). The figure to the right shows the radio continuum brightness of this structure at 11 cm
wavelength, as seen by a distant observer located in the equatorial plane. The contours give
the brightness in units of 10−18 erg s−1 cm−2 Hz−1. The cross indicates the direction of the
exciting star. Note that the origins and the coordinate scales are different in the two figures.
From Yorke et al. [563], with the permission of ESO.

12.4.1 Propagation of Charged Particles in a Magnetic Field

Homogeneous Magnetic Field

A particle of charge e, rest mass m and momentum p, moving with velocity v in
a magnetic field B directed along x is submitted to the Lorentz force (Jackson [258])

dp
dt

= γ m
dv
dt

= e

c
v × B. (12.44)

This yields for the components of v, respectively perpendicular, v⊥, and parallel,
v‖, to B:

dv⊥
dt

=
(

v⊥ × ω
B
|B|

)
; dv‖

dt
= constant, (12.45)

in which we have introduced the Larmor angular frequency7

ω
B
|B| = eB

γ m c
= ecB

E
. (12.46)

7 In the non-relativistic case, γ → 1, ω → (eB/mc) and depends only upon B. The Larmor
frequency is then 2.83 MHz/gauss for electrons and 1.61 kHz/gauss for protons.
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Integrating twice over time, we obtain successively:

v(t) = v‖u3 + ωr(u1 − iu2)e
−iωt, and (12.47)

x(t) = X0 + v‖u3 + ir(u1 − iu2)e
−iωt (12.48)

in which u3, u1, u2 are the unit vectors respectively parallel (index 3) and perpen-
dicular (indices 1 and 2) to B. The trajectory of the particle is a helix with radius

r = cp⊥
eB

. (12.49)

The gyration centre moves parallel to the axis x. This is the guiding axis or
guiding centre of the particle whose origin is X0. The pitch angle of the helix is
ϕ = arctan(v‖/ωr).

More generally, for partly ionized ions with atomic mass A and charge q, we
introduce the momentum per nucleon, pn = p/A, and the gyration radius is written
r = cp/qB = cpnA/qB. The quantity cpnA/q is called the rigidity.

At high energies, cp → E and the gyration radius of protons, for p perpendicular
to B, is

r = E

eB
= 3.33 × 1012 (E/GeV)

(B/µG)
cm. (12.50)

Magnetic Field with a Transverse Gradient

Let us now consider a magnetic field with a small transverse gradient (1/B0)(∂B/∂ξ),
where ξ is the distance along n, the unit vector perpendicular to B. By small, we
here mean that the relative variation of B is not large with respect to the gyration
radius r, allowing a first-order analysis. The Larmor frequency is:

ω(x)
B
|B| = e

γmc
B(x) = ω0

B
|B|

[
1 +

(
1

B0

∂B

∂ξ

)
(n · x)

]
. (12.51)

As we know that the guiding centre moves parallel to B during the motion of
the particle, we will only consider the component of the velocity perpendicular to
B, v⊥ = v0 + v1, where we assume v0 to be constant and v1 to be small with
respect to v0. Introducing (12.51) in (12.45), and neglecting the higher-order term
in v1(1/B0)(∂E/∂ξ), we obtain:

dv⊥
dt

=
[

v1 + v0 (n · x0)

(
1

B0

∂B

∂ξ

)]
× ω0B

|B| . (12.52)

From 12.47 and 12.48, we then get:

v0 = −ω0B
|B| × (x0 − X), (12.53)
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where X is the gyration centre in a uniform field corresponding to B0. Let us take
X = 0. Substituting (12.53) in (12.52) and neglecting the second term of higher
order in v1, we obtain

dv1

dt
=

[
v1 −

(
1

B0

∂B

∂ξ

)
ω0B
|B| × x0(n · x0)

]
× ω0B

|B| . (12.54)

We expect the motion to be approximately circular, so that the time average of
dv1/dt is zero, hence

v1 =
(

1

B0

∂B

∂ξ

)
ω0B
|B| × x0(n · x0). (12.55)

We know that x0 moves on a circle with radius r. Only the component of x0

perpendicular to n intervenes, given the scalar product (n · x0). We then have for the
average of v1

〈v1〉 ≡ vD =
(

1

B0

∂B

∂ξ

)
ω0B
|B| × 〈(x0)⊥(n · x0)〉, (12.56)

with 〈(x0)⊥(n · x0)〉 = 〈nr2
0 sin2 ωt〉 = (1/2)r2

0 n, hence finally we have

vD = r2
0

2

(
1

B0

∂B

∂ξ

)(
ω0B
|B| × n

)
, (12.57)

or, independent of the coordinates,

vD

ωr
= r

2B2

(
B × n

∂B

∂ξ

)
. (12.58)

vD is the drift velocity of the gyration centre. If r(1/B0)(∂B/∂ξ) � 1, it is
clear that the drift velocity vD is small with respect to the orbital velocity ωr. It is
perpendicular to the direction n of the gradient and to the direction of the magnetic
field B. After one gyration of the particle, the guiding centre has moved by

2π
vD

ω
= π

r2

B2

(
B × n

∂B

∂ξ

)
. (12.59)

The trajectory of the particle is displayed in Fig. 12.5.

Magnetic Field with a Longitudinal Gradient

In a magnetic field B(z) with a longitudinal gradient the lines of force are compressed
in the direction of increase of the field. The angular momentum J of the particle
around its guiding centre is

J = r p⊥ = cp⊥
eB(z)

p⊥ = c

e

p2 sin2 θ

B(z)
. (12.60)
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Fig. 12.5. Trajectory of a positively or negatively charged particle in a magnetic field with
a transverse gradient (1/B0)(∂B/∂ξ) in the direction n perpendicular to the field. The com-
ponent of the velocity parallel to the field is assumed to be zero. The motion of the particle
is therefore in the plane of the figure. The vectors v, n and B form a trihedron with positive
orientation. From Jackson [258].

If there is no change of energy the angular momentum J and the modulus of the
particle momentum p remain constant. As a consequence, the quantity sin2 θ/B(z)
remains constant. It is called the adiabatic invariant.

Replacing p⊥ by eB(z)r/c in (12.60) we also find r2 B = constant. This means
that the magnetic flux inside the trajectory of the particle is also invariant. Coming
back to the general case with arbitrary v, we have v2 = v2‖ + v2⊥. At the point z = 0,
let us take B(z) = B0 and v⊥2 = v2

⊥0. We can immediately derive from (12.60) that

v2⊥
B

= v2
⊥0

B0
, (12.61)

while the parallel component is everywhere

v2
‖ = v2

0 − v2
⊥0

B(z)

B0
. (12.62)

It follows that a particle which moves towards the direction of increasing B(z) can
only reach a point where the longitudinal component of its velocity v‖ becomes zero.
The longitudinal component reverses and the particle is repelled. This configuration
is a magnetic mirror (Fig. 12.6). Two similar but opposite configurations form
a magnetic bottle.

12.4.2 Diffusion of Charged Particles in a Disordered Medium

The structure of the interstellar magnetic field is far more complex than the elemen-
tary cases we have just considered. In the general case of a disordered magnetic
field the treatment becomes quite heavy and has been discussed by many authors
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Fig. 12.6. Trajectory of a particle in a magnetic field with a longitudinal gradient. When the
pitch angle θ = π/2, the particle is repelled by a magnetic mirror. Two similar, opposite
configurations form a magnetic bottle where the particle is trapped. From Jackson [258].

in the past. In principle, we should calculate the exact trajectories after the statisti-
cal properties of the field have been defined (see e.g. Axford [12]). However, it is
possible to produce an interesting, although non quantitative, description of particle
diffusion using a simple phenomenological model with two diffusion coefficients,
respectively, parallel and perpendicular to the field (Drury [143]).

The fluctuations of the transverse component of the mean magnetic field B0 are
given by

(∆ϕ)2 B2
0 = kE(k), (12.63)

ϕ representing the direction of the magnetic field and E(k) being the spectral density
of the fluctuations with a spatial frequency k. It is often assumed, although this is
not necessarily true, that E(k) ∝ k−5/3, which means that the spectral density obeys
the Kolmogorov distribution characteristic of turbulence (see later Chap. 13).

While the particle follows its spiral trajectory, its guiding axis changes direction
progressively. After N turns its direction has changed by an angle ϕ ≈ N1/2∆ϕ.
When ϕ reaches approximately 1, we may consider that the particle has no memory
of its initial direction. In other words, the correlation function between the initial
and present directions is zero. We can then say that the particle has experienced
a diffusive shock. Therefore, we have

N ≈ 1

(∆ϕ)2
≈ B2

0

kE(k)
. (12.64)

Le us define as λ‖ ≈ Nr the mean free path of the particle between two such
diffusive shocks8. The particle velocity being v, the frequency of diffusing shocks

8 More correctly, we should have written 〈λ‖〉 = 2πrN〈cos θ〉, where θ is the pitch angle,
with 〈cos θ〉 = 2/π. In our order-of-magnitude approach we have thus neglected a factor
∼ 4.
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is ν‖ = v/λ‖. Let us introduce the diffusion coefficient D for a quantity with density
n, defined in a general way such that

φz = −D
∂n

∂z
, (12.65)

where φz is the flux of the quantity n in the direction z along which there is a gradient
∂n/∂z. Using the equation for conservation of matter in an infinitely thin layer
perpendicular to the z axis, ∂n/∂t = −∂φz/∂z, we obtain by differentiating (12.65)
with respect to z

∂n

∂t
= D

∂2n

∂z2
. (12.66)

The diffusion coefficient being related to the mean free path by the relation
D = (1/3)λv, we can write the longitudinal diffusion coefficient (parallel to the
field) as

D‖ = (1/3)λ‖v = (1/3)λ2
‖ν‖, (12.67)

and with λ‖ ≈ Nr and (12.64), we have

D‖ = 1

3
r

vB2
0

kE(k)
. (12.68)

The elementary transverse displacement at each diffusion is ∆ϕλ⊥ ≈ ∆ϕr. The
transverse mean free path which, as above, corresponds to a zero correlation function
is given by λ⊥ ≈ N1/2∆ϕr. Since N1/2∆ϕ ≈ 1 (12.64), it follows that λ⊥ ≈ r.
After N revolutions of the particle, its guiding centre has moved by Nl⊥ in a time
τ ∼ rN/v. Putting ν⊥ = 1/τ , for the transverse diffusion coefficient we obtain, with
λ⊥ ≈ r and using (12.64),

D⊥ = (1/3)λ2
⊥ν⊥ = 1

3

rv kE(k)

B2
0

. (12.69)

The geometric mean of the two coefficients (D‖ D⊥)1/2 = (1/3)rv is called
the Bohm diffusion coefficient. We also note that D⊥/D‖ = 1/N2. The transverse
diffusion is therefore a priori smaller than the longitudinal diffusion, as expected
intuitively from the fact that the particles tend to stay coupled to a magnetic field line
or to a field tube. This is used as a starting assumption by many authors. However,
it was soon realized that this does not account for the observed isotropy of the
distribution of cosmic rays in galaxies (cf. Section 6.1). In order to overcome this
difficulty, the notion of diffusion or random walk of the field lines was introduced
at the end of the 60’s in order to allow for a supplementary, transverse transport of
particles.

This term is unfortunately ambiguous. In fact it designates a different mechanism
that we will describe without demonstration. Let us consider in a plane perpendicular
to the mean field 〈B〉 the section of the cylinder circumscribed by the helical trajectory
of a particle. Putting the origin of a coordinate s along the lines of force, at s = 0
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the magnetic field forms a bundle of field lines (a braided magnetic field) with
an approximately circular section corresponding to the trajectory of a test particle.
When following s, the shape of the section deforms due to the irregular topography
of the field, although its area remains constant due to the conservation of magnetic
flux. If the field lines diverge in some direction perpendicular to 〈B〉, they must
converge in the other direction perpendicular to 〈B〉. The force tube then flattens to
a width l‖ exp(s/lL) and a thickness l‖ exp(−s/lL ), with

lL = l2⊥
l2‖

(∆B)2

B2
. (12.70)

This is a way to quantify the scale of the fluctuations ∆B of the magnetic field
(Duffy et al. [144]). When the thickness becomes smaller than the gyration radius
r, the helical trajectory of a particle moving along s necessarily overlaps with the
neighbouring force tubes, and the guiding axis is no longer in the initial force tube.
This causes an efficient diffusion. If later longitudinal diffusion brings the particle
back to the vicinity of s = 0, it enters another field tube and thus experiences the
equivalent of a transverse diffusion. We should add that the interstellar medium is
crossed by Alfvén waves which correspond to a real motion of the field lines. All
these effects can be expressed globally by a diffusion tensor: see for example Bieber
& Matthaeus [39] who give an elaborated theory of the phenomenon.

Numerical methods have given a new impulse and much more realism to diffusion
calculations. Much work continues on the subject and recent studies quantitatively
solved several problems, for example, to obtain ab initio values for the diffusion
coefficients on the sole basis of the statistical properties of the magnetic field. As
an illustration, we cite the work of Giacalone & Jokipii [195], who showed that
D‖/D⊥ ≈ 0.02 to 0.04 for energies smaller than or equal to approximately 1 GeV.
A realization of the field is constructed, given an adopted fluctuation law, and the
trajectories can be calculated exactly. Illustrative examples are presented in graphical
form by these authors.

The interest in these studies is not purely academic. They are useful for a correct
interpretation of satellite observations in the Solar system, where the magnetic field is
highly inclined with respect to the radial directions, and for which a good knowledge
of the transverse diffusion is critical in order to infer the elemental abundances of
interstellar cosmic rays.

12.4.3 Energy Losses

A high-energy particle circulating in the interstellar medium ionizes the gas through
electromagnetic interactions. The corresponding energy loss is given by the Bethe–
Bloch formula (8.21). This formula indicates that the energy loss dE/dx per unit
length decreases as 1/v2 at non-relativistic energies, goes through an ionization
minimum for a value of kinetic energy ≈ 2.7Mc2, where M is the rest mass of
the particle, and slowly increases at higher energies. It is usual to give the energy
losses as a function of grammage L, i.e., the mass in a column of matter of unit
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surface followed by the particle, expressed in g/cm2. We have dL = nAmHdx,
where n is the number of atoms per cm3 in the traversed medium and A their
atomic number. Let us introduce the Lorentz factor for the primary particle γ =
1/

√
1 − v2/c2 = 1/

√
1 − β2 and express the energy loss in MeV/(g cm−2). We

then define the characteristic function

f(γ) = 0.307
γ 2

γ 2 − 1

[
ln

7.53 × 105

(〈∆e f f 〉/eV)
(γ 2 − 1) − γ 2

γ 2 − 1

]
, (12.71)

where 〈∆e f f 〉 is the mean ionization potential of the traversed medium, which is
in general taken to be ≈ 15 eV (cf. (8.21)). The Bethe–Bloch equation can then be
written as

dE

dL
= Z2 z

A
n f(γ), (12.72)

where z and A are, respectively, the charge and atomic number of the particles in
the medium. Their ratio is 1 for hydrogen and ∼ 1/2 for the other elements. Z is the
charge of the primary particle. The function f(γ) (12.71) is plotted in Fig. 12.7, for
which 〈∆Ee f f 〉 is taken to be 13.6 eV, the ionization potential of hydrogen.

Fig. 12.7. The characteristic function for the ionization energy losses by a primary particle of
mass M as a function of its kinetic energy T represented as T/Mc2 = (γ − 1) (12.71). The
energy loss is given by (12.72), in MeV per g cm−2 for a particle of charge Z, circulating in
a medium of atomic number A and charge per atom z.

12.4.4 The Acceleration of Charged Particles

The Fermi Mechanism

Fermi [177] proposed a statistical acceleration mechanism in the interstellar medium,
that we mention for historical reasons. Consider a particle with initial energy E and
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velocity v (β = v/c) circulating in a low-density medium with a turbulent magnetic
field. Let us also consider a magnetic perturbation of this medium (e.g. a cloud)
moving along the axis x with velocity U . When encountering this perturbation the
particle is repelled by a magnetic mirror (Sect. 12.4) and comes back with the same
pitch angle θ, the direction of motion of its guiding centre being inverted by this
interaction.

If the collision is head-on (or direct) the particle gains energy. Conversely, it
looses energy if the collision is trailing. Applying the classical relativistic transfor-
mations for a fixed reference with respect to the reference frame of the perturbation
(noted with a ′ sign), the energy and momentum of the particle are respectively
E ′ = γU(E + Upx) and p′

x = γU(px + UE/c2), with γU = √
1 − U2/c2. If the

collision is head-on, U is negative. Using the same relations to come back to the
fixed reference frame (noted with a ′′ sign although this frame is superimposed on
the initial reference frame), after changing p′

x into −p′
x to account for the inversion

of the direction of propagation of the particle, we find

E ′′ = γ 2
U(E ± 2Upx + U2)E/c2). (12.73)

Then, noting that px/E = p cos θ/E = v cos θ/c2,

E ′′

E
= (1 ± 2(U/c)(v/c) cos θ + (U/c)2

1 − (U/c)2
. (12.74)

The + or − signs correspond to the sign of U hence, respectively, to the ap-
proaching or receding motion of the magnetic mirror, and hence to a gain or a loss
of energy. Since the direct collisions (approaching) are statistically more numerous
that the inverse ones (receding), due to the relative velocities, there is a net energy
gain for the particle, whose energy increases continuously due to the accumulated
collisions. In the interstellar case, the mechanism proposed by Fermi is not very
efficient but the fact that particles can gain energy in collisions with the irregularities
of the magnetic field is at the basis of all acceleration theories.

Basic Theory of Acceleration in Shock Waves

“Fortunately the real world is not as simple as first-year physics” (Drury [143] p.
976).

It can be shown that a shock wave propagating in a uniform medium has little
effect on charged particles (Drury [143]). However, the associated magnetic irregu-
larities diffuse the particles on either side of the shock and are extremely efficient.
We will assume here that the magnetic field is longitudinal (parallel to the x axis),
and that the shock is moving along in the direction of x with velocity vs. This shock is
a transition zone, assumed to be thin compared to the gyration radius of the particles,
which separates a gas at rest (the unperturbed interstellar medium) from a denser
gas with velocity v2 (Sect 11.2). We consider that the magnetic field has no effect
on the shock, which is supposed to be a strong J shock (Sect. 11.2), but acts only on
the charged particles.
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Let us consider test particles with density f(x, p, t) in the phase space, injected
isotropically into the shock with a velocity v much higher than that of the shock.
Since they are test particles, we will assume that their density is sufficiently low and
that there is only a negligible reaction on the shock or the gas.

An upstream test particle which meets the shock crosses it without any problem
but is then trapped in the magnetic field in the compressed medium moving with
a velocity ∼ v2, itself close to vs with respect to the gas at rest. The particle then
gains energy with respect to the pre-shock reference frame 1. Since its velocity is
much larger than v2, it has a non-zero probability of crossing the shock and coming
back into the upstream region. It has then gained an energy given by (12.74), in
which U = v2 − v1. In this medium diffusion reduces its velocity parallel to the
velocity of the shock and it can again cross the shock front. After another period
of diffusion behind the shock it can again cross the shock in the upstream direction
with further energy gain, and so on.

In order to treat this mechanism analytically it is convenient to chose as in
Chap. 11 a reference frame comprising the plane of the shock with its perpendicular
axis x along the velocity of the shock. The gas flows coming from the upstream
direction (x < 0) with a velocity v1 ≈ vs, crosses the plane and flows downstream
with velocity v2 < vs (11.28). The velocities are now relative to that of the shock,
as in Chap. 11. We assume that both the upshock and the downshock gas contain
magnetic irregularities able to scatter the charged particles.

The problem is therefore that of diffusion in a fluid moving with different veloc-
ities on either side of the shock. Mathematically, this means solving the diffusion-
advection equation near a discontinuity. The evolution of the density f(x, p, t) of
particles in the phase space is given by:

∂ f

∂t
+ v

∂ f

∂x
= ∂

∂x

[
D(x, p)

∂ f

∂x

]
+ 1

3

∂v

∂x
p

∂ f

∂p
. (12.75)

The second term of the left-hand part includes the general motion of the diffusion
centres. The second term of the right-hand part expresses the conservation of energy
(the Liouville theorem). The term

D(x, p) = λ(r)v

3
(12.76)

is the diffusion coefficient in the x direction for particles with velocity v, and is
equivalent to the D‖ coefficient given by (12.67). If the magnetic field is perpendic-
ular to the shock front, the problem is one-dimensional and the transverse diffusion
coefficient does not intervene. Oblique shocks for which B is not parallel to x will
not be examined here: see for example Drury [143].

The particular velocities of the magnetic diffusion centres with respect to the
general flow, which are of the order of the Alfvén velocity (10 to 50 km/s), will be
neglected with respect to the velocities v1 and v2, and a fortiori with respect to the
velocities of the accelerated particles.
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The gyration radius r of particles with atomic mass A and charge q is

r = pn

eB

A

q
, (12.77)

where pn is the momentum per nucleon. The mean free path of these particles is
λ(r) ∼ rI(r), where I(r) is the spectral power of the magnetic irregularities. Let
us assume for simplicity that I(r) does not depend on r and is close to 1 (a white
spectrum). Then λ(r) ≈ r. The mean free path does not depend upon the nature of
the particle but only upon its gyration radius (or its rigidity). Our assumption that
λ(r) ≈ r is rather natural because the particle ignores the irregularities that are small
with respect to r, and follows without diffusion the irregularities that are large with
respect to their gyration radius.

Equation (12.75) can be solved exactly (see e.g. Drury [143] and references
herein). However, we will here follow the more suggestive presentation of Bell [28]
in which the relevant microscopic physics is made clear.

In the chosen reference frame, it is natural to search for a stationary solution.
Since ∂ f/∂t and ∂v/∂t are zero outside the shock, (12.75) downstream reduces to

v2
∂ f

∂t
= ∂

∂x

[
D(x, p)

∂ f

∂x

]
= 0, (12.78)

whose general solution, obtained by double integration over x, is

f(x, p) = a + b exp

(∫ x v2

D(x′, p)
dx′

)
, (12.79)

where a and b are the integration constants. D(x, p) being finite but x extending to
infinity, the second term diverges. A physical solution therefore requires that b is zero.
The flow of test particles downstream, far from the shock, is v2 f(x, p) − D(∂ f/∂x),
which is equal to v2 f(0, p). This is the flow of particles that escape from the
shock at large downstream distance. Assuming an isotropic diffusion, the number of
particles that are diffused backwards, cross the shock and cross it again downstream
is (1/4)v f(0, p) per unit time. Of these particles, v2 f(0, p) escape downstream while
the rest diffuses upstream again. The (small) escape probability is thus

η = 4
v2

v
. (12.80)

When a particle with energy Ek goes from region 1 to region 2 its energy is
(12.73) and (12.74)

E2 = γU [Ek + (v1 − v2)pk1 cos θk1] = γU Ek

[
1 + (v1 − v2)

vk1 cos θk1

c2

]
, (12.81)

then, when it comes back in region 1, its energy is such that

Ek+1

Ek
= γ 2

U

[
1 + (v2 − v1)

vk2 cos θk2

c2

] [
1 + (v2 − v1)

vk1 cos θk1

c2

]
. (12.82)
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In these equations vk is the particle velocity and the indices 1 and 2 indicate that
the particles goes from 1 to 2, or from 2 to 1 respectively9.

Particles injected with energy E0 have an energy after l cycles

El

E0
=

l−1∏
k=0

Ek+1

Ek
. (12.83)

Introducing the values of Ek and Ek+1 and taking the logarithm in order to
express this in terms of a sum, we have

ln

(
El

E0

)
= ln

{
1

1 − [(v1 − v2)/c]2

}l

+
l−1∑
k=1

ln

(
1 + v1 − v2

c
cos θk1

)
+

l−1∑
k=1

ln

(
1 + v2 − v1

c
cos θk2

)
. (12.84)

For having an appreciable energy gain, l must be at least of the order of c/(v1−v2),
a condition that we can write as

l = O

(
c

v1 − v2

)
= c

v1 − v2

[
1 + 1/O

(
c

v1 − v2

)]

= c

v1 − v2

[
1 + O

(
v1 − v2

c

)]
, (12.85)

where O() means of the order of. Assuming that the velocity of the particle vk ≈ c
simplifies the writing and is in any case valid at very high energies. Because the
successive terms in l are not very different from each other we may replace the sums
by the products of l with the mean values of the terms with index 1 and 2, so that

ln

(
E1

E0

)
= l ln

{
1

1 − [(v1 − v2)/c]2

}

+l

〈
ln

(
1 + v1 − v2

c
cos θk1

)〉
+ l

〈
ln

(
1 + v1 − v2

c
cos θk2

)〉
. (12.86)

The number of particles that cross the shock between the angles θ and θ + dθ

is proportional to 2π sin θ cos θdθ. The first term can be neglected. Averaging over
angles from 0 to π/2 for index 1 and from π to π/2 for index 2, expanding the
logarithm and retaining only the first-order term in (v1 − v2)/c, we find

ln

(
El

E0

)
= 4

3
l
v1 − v2

c

[
1 + O

(
v1 − v2

c

)]
, (12.87)

9 Bell gives the ratio (his formula 4, p. 149) and not the product of the quantities between
brackets in (12.82). This is apparently a misprint, with no consequences for what follows.
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because the average of cos θ weighted by 2π sin θ cos θ is (4/3) (cos3 θ)/(sin 2θ)
within the above limits.

The probability Pl that a particle has experienced l cycles and therefore has
reached an energy El is

Pl = ln(1 − η) = ln

(
1 − 4v2

c

)

= 3v2

v1 − v2
ln

(
El

E0

)[
1 + O

(
v1 − v2

c

)]
. (12.88)

When l → ∞, the normalized spectrum is given by

∫ ∞

E0

P(E)dE = C E0

∫ ∞

E0

(
E

E0

)−µ dE

E0
= 1, (12.89)

which determines the constant C, and finally

N(E) ∝
(

µ − 1

E0

) (
E

E0

)−µ

, (12.90)

with

µ = 2v2 + v1

v1 − v2

[
1 + O

(
v1 − v2

c

)]
. (12.91)

The term 1 + O[(v1 − v2)/c] is small and can be neglected in what follows.
The important result we have obtained is that the spectrum of the accelerated

particles follows a power law. Note that we did not specify the distribution of the
momentum f(x, p) (or of the velocity v) of the test particles. There is no effect
of the initial momentum distribution upon the final result. The memory of the
initial spectrum of the particles has thus been totally erased. This is characteristic
for a stochastic acceleration mechanism derived from the Fermi mechanism. For
a strong J shock whose velocity vs is large with respect to the Alfvén velocity vA,
v1/v2 ≈ 4 (11.28), hence a value of µ = 2 for the exponent, which is close to the
observed exponent (actually slightly smaller).

Despite of these very encouraging conclusions, we should not forget the hy-
potheses and the important simplifications we have made.

1. We assumed that the test particles have an initial velocity larger than that of
the shock, so that they can cross into the upstream direction. We might of course
imagine that they correspond to a suprathermal energy tail of the distribution of ions
in stellar coronae. However, these ions should be able to diffuse until they reach the
shocks but the energy losses along the path are too large. It thus seems necessary that
the shocks find particles pre-accelerated in the regions they cross (Eichler [153]).
This condition is met if we assume that interstellar ions, when entering the shock,
have a relative velocity at least equal to that of the shock (which corresponds to
∼ 106 K). This is the basic assumption of the acceleration models of Blandford &
Ostriker [42] and followers.
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2. The calculation of the spectrum that we have presented is, in principle, valid
for ultra-relativistic particles only. It is possible to lift this restriction but in any case
the initial velocity of the particles must be larger than that of the shock. The correct
spectrum is found to be (Bell [28])

N(T) ∝ (µ − 1)(T 2
0 + 2ER T0)

(µ−1)/2 (T 2
0 + 2ER T0)

(µ+1)/2. (12.92)

ER = mc2 is the rest energy of the particle and T0 its kinetic energy. It follows that
the slope of the spectrum is flatter by a value of 1 below ∼ 1 GeV for protons, and
∼ 0.5 MeV for electrons.

3. We have not taken into account the reaction of the accelerated particles on
the nature and evolution of the shock. However, this reaction cannot be negligible
in the real life because the energy contained in cosmic rays is approximately 1/10
of the initial energy in supernova remnants. Those particles which escape upstream
generate Alfvén waves which exert some pressure on the gas upstream and produce
a magnetic precursor. These waves interact between themselves, become rapidly
isotropic and produce the magnetic irregularities that are required for the diffusion
of charged particles. Downstream, it is indeed observed that the medium is very
hot and turbulent. It is interesting to note that the accelerated particles generate, by
themselves, the magnetic irregularities that are necessary for their acceleration.

Acceleration by Modified Shocks

The restrictions we mentioned can be, to a large extent, lifted by numerical methods
which, in particular, allow to account for the diffusion of particles from their lowest
energy, at the very beginning of the acceleration, and to take into account the reaction
of the accelerated particles on the shock. When considered in this way, the accelerat-
ing shocks are sometimes called modified shocks. Based on measurements made with
the ULYSSES space probe on the interplanetary medium, where the magnetic field
and the particle energy spectrum are both measured in situ, Baring et al. ([20] and
references herein) have shown that the shock is able to accelerate the interstellar ions
themselves without preliminary injection. Additionally, the acceleration mechanism
involving the turbulence associated with the shock can explain the observations in
a satisfactory fashion.

As an illustration we will present in more detail the study made by Ellison et
al. [154] for the origin of galactic cosmic rays. It assumes a stationary interaction
between the shock and the accelerated particles. Particle diffusion is treated by
a Monte-Carlo method, starting with the thermal energy: no injection is postulated.
Moreover, while the essence is the same, the modelling of the acceleration mecha-
nism is considerably more complete than the one we described at the beginning of
this Section. Particles are no longer test particles but their pressure is now taken into
account. It is found that this pressure progressively repells and compresses the gas
upstream and that the shock is no longer a sharp discontinuity but a zone where the
velocity changes progressively. The velocity profile is represented in Fig. 12.8. The
abscissae x in this figure are given in units of λ0 = ηr0, where r0 is the gyration
radius of a proton which would have the velocity vs of the shock. η = 1 is assumed,
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Fig. 12.8. Distribution of the gas velocity U in a shock, in the shock reference frame, as
a function of the distance x from the shock front. The gas comes from the left (negative x).
The scale, in units of λ0 = ηr0 (see text), is linear from x = 0 to −10 λ0, then logarithmic to
− log x = − log 1012. The vertical scale gives the gas velocity normalized to that of the shock
(here vsk) The three curves correspond to three values of the shock velocity, as indicated.
Reproduced from Ellison et al. [154], with the permission of the AAS.

which would mean N = 1 in (12.64), and corresponds to very strong turbulence.
λ0 is thus the mean free path of a proton having the same velocity as the shock. In
a typical case with vs = 400 km s−1 (full line), the particles initially penetrate the
shock at x ≈ −1010 λ0. The initial gyration radius, and consequently the mean free
path of a proton, is

λ0 ≈ 107
(

v

km/s

)(
B

µG

)
cm. (12.93)

For particles with atomic mass A and charge q, a shock velocity of 400 km
s−1 and a magnetic field B = 5 µG, the initial mean free path is

λ(A, q) ≈ r0
A

q
≈ 0.8 × 109 A

q
cm. (12.94)

The thickness of the acceleration zone (∼ 1010λ0 ≈ 8 × 1018 cm) can reach
1 pc or more. The velocity gradient indicates a progressive compression of the gas.
Let v(x) be the gas velocity at a point x upstream of the shock. This matter moves
with the velocity vs − v(x) in the shock reference frame; on each side, the velocities
v(x ± ∆x), and thus the matter, converge towards x. This is an ideal condition for
an efficient Fermi mechanism where particles are confined between two converging
diffusion zones. Such a contraction zone crosses the shock in a few hundred years.

An examination of Fig. 12.8 allows us to intuitively understand the consequences
of this approach.
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1. Given (12.77), partly ionized atoms heavier than hydrogen have an initial
gyration radius (at the shock velocity vs, but with A/q > 1) larger than that of
protons. As a consequence, they penetrate deeper than protons into the shock, find
in the shock reference frame a higher velocity difference and are thus accelerated
more efficiently. As their energy grows, they loose more and more electrons and their
gyration radius, at some 106 GeV/n, is ≈ 1.7 × 109λ0 (Eq. 12.77 with A/q ≈ 2).
They can still be confined to the shock and thus be accelerated up to this energy.
Conversely, thermal electrons only see a very small velocity gradient at the scale of
their gyration radius. This could explain their very small abundance, i.e., only 1/100
of that of the protons, but they can be accelerated to energies of about 106 GeV,
which are ultra-relativistic for them.

2. Similarly, we can assume that dust grains, even slightly electrically charged
and despite their enormous masses compared to those of ions, can be accelerated.
This question is examined in detail by Ellison et al. [154]. We will here only show
its feasibility.

The electric potential of a grain with radius a and charge qe is Ψ = qe/4πε0a =
1.4q/(a/nm) volts. The high-energy tail of the electrons in a gas with temperature
T reaches 2.5kT , thus (Ee/eV) ≈ 2.2 × 10−4T . Equating Ee to Ψ , we have q =
1.5 10−4Ta. For grains with a = 100 nm, Ψ ≈ 2.2 volts. However, the grain charge
can be very different depending on the ambient radiation field (Bakes & Tielens
[13]). Assuming a grain density of 1 g cm−3, we find:

N

q
= 1.7 × 104

( a

nm

)2
(

T

104K

)
, (12.95)

where N represents the total number of nucleons in the grain, all elements included,
and T the gas temperature.

A 100 nm grain in a plasma at 104 K has an initial gyration radius of about
1016 cm (12.94), small with respect to the thickness of the shock. It can then be
accelerated like a heavy ion. However, the grains accelerated in this way experience
sputtering by the ions of the gas and progressively release their constituent atoms as
ions which can then be accelerated.

The possibility of accelerating dust grains, and from them refractory element
ions, solves an old problem. It explains why elements like silicon (or even carbon),
and many other elements that are not a priori expected to be accelerated from in-
terstellar ions are in fact accelerated as easily as volatile ions. Recent cosmic ray
abundance studies even show a relative overabundance of some of these refractory
elements with respect to their cosmic abundances (Ellison et al. [154] Sect. 6.1 and
Fig. 6.5), which can be explained by the composition of grains.

We can also conclude from this study that a shock wave is far from looking like
the idealized image of a sharp discontinuity but that it must be considered as an
extended turbulent medium with a large velocity gradient. Turbulence is probably
generated by Alfvén waves which are created by the accelerated particles themselves
(Kulsrud & Pierce [293]; Cesarsky [82]). It is thus necessary to self-consistently treat
the shock waves and the particles that they accelerate, something that we have not
attempted in this chapter.
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In this chapter we will see that the structure of the interstellar medium is fragmented
and self-similar over more than four orders of magnitudes in size, from the galactic
to the protostellar scales. This indicates the existence of a strong dynamical coupling
between all these scales. Turbulence, which is the subject of this chapter, is at the
origin of a large part of this coupling. Open systems, like the interstellar medium,
which are out of equilibrium, extended and dissipative, tend to evolve towards self-
organized states comparable to critical states. However, this requires that the large-
scale processes which keep these systems out of equilibrium are quasi-stationary
with respect to the processes that occur at the (smaller) dissipative scales. Such
systems do not usually exhibit characteristic scales larger than the dissipative ones
and are remarkably resilient: if they are perturbed, they come back to a self-similar
structure after some transition period. We find all of these properties in the interstellar
medium.

13.1 Velocity Structure and Fragmentation

As soon as the spectral resolution of optical observations allowed us to measure the
velocity for the interstellar gas for a very large number of directions (∼ 10 000) with
an accuracy of the order of 1 km s−1 (cf. Wilson et al. [550]), it was found that the
velocities are not purely thermal and that they obey scaling laws. In H ii regions,
the quantity 〈[v(x) − v(x + r)]2〉 averaged over an extended surface, where v(x)
and v(x + r) are the radial velocities (velocities projected on the line of sight)
measured at points x separated by r, increases with r as rβ, with β between 0.8 and
1 (Miville-Deschênes et al. [372] and references therein).

Following on from these initial optical studies, the first observations of the
radio rotation lines of interstellar molecules showed that the linewidths are also
not purely thermal. Observations of the 12CO, 13CO, and OH lines have allowed
an approximate determination of the gas temperature, as explained Sect. 4.2. The
temperatures determined in this way are often smaller than 10 K. At 10 K, the mean
thermal velocity of a 12CO molecule, with molecular mass µ = 28, is 〈vth〉 =√

2kT/µmH = 0.07 km s−1, smaller by about two orders of magnitudes than the
observed 12CO line widths, which are 1 to 10 km s−1.

These observations soon raised considerable interest and several physical pro-
cesses have been suggested in order to explain these non-thermal motions. The
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gravitational collapse of molecular clouds was eliminated because it would produce
a star formation rate much larger than that observed in the Galaxy. Another, still
plausible scenario, is that of matter divided into very small structures moving in
gravitational equilibrium in the potential wells of stars and gas. Finally, there is
the possibility that the suprathermal motions are the signature of turbulence in the
interstellar velocity fields.

More recently, observations of molecular clouds, in particular those made with
the 30 m radiotelescope of IRAM (Falgarone et al. [174]) have shown remarkable
scaling laws between the non-thermal part of the internal velocity dispersion and
the size of the observed structures, and also between their mass and their size. Two
examples of these scaling laws are shown in Figs. 13.1 and 13.2, these come from
a compilation of data obtained by different groups on galactic molecular clouds.
We will come back to the possible interpretations of these laws but let us say from
the start that, although they suggest the presence of turbulence in the interstellar
medium, they do not give proof of it. The non-thermal part of the internal velocity
dispersion of the molecular structures varies approximately as

σv,NT ∝ L0.5(±0.1), (13.1)

where L is the size of the structure. In this expression, and the following three, the
quantity between brackets in the exponent should not be considered as an error but
rather as an indication of real variations in the exponent in different media and in
different regions. We also should realize the difficulties that arise when trying to
extract structures of a given size within a wide range of encapsulated structures.
In any case, the scaling law (13.1) is remarkably similar to the first estimate made
decades ago by Wilson et al. [550] in the Orion nebula, and to estimates made
on molecular structures as early as 1981 by Larson [300]. The mass of molecular
structures varies approximately as (Elmegreen & Falgarone [161], Heithausen et al.
[227])

MH2 ∝ Lκ ≈ L2.5(±0.3). (13.2)

The corresponding diagram can be seen in Fig. 13.2.
Although once again the relationship of these scaling laws to turbulence, and

more generally to the structure of the interstellar medium, is not established, it is
interesting to consider this further. Combining (13.1) and (13.2) we get

σv(NT) ∝ M0.2(±0.05). (13.3)

The size distribution of the fragments is observed to obey a power law:

n(L)dL ∝ L−3.3(±0.3)dL. (13.4)

The scaling laws and the very appearance of the interstellar medium (Plate 7)
suggest that this medium might have a fractal structure (cf. e.g. Bazell & Désert [25],
Falgarone et al. [171], or Pfenniger & Combes [409]). In a fractal medium, i.e., in
a medium where the structures are geometrically similar to each other at different
size scales, the number N(> L) of structures larger than the size L is such that
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Fig. 13.1. The dispersion of the non-thermal component of interstellar velocities as a function
of the size of molecular structures identified in the central region of the Galaxy (stars, empty
triangles), in the third quadrant (hexagons), in the Rosette nebula (crosses), in the Maddalena
cloud (small empty squares) and in other nearby clouds (other symbols). The small and large
filled squares correspond to dense molecular cores in the solar neighbourhood.

Fig. 13.2. The relationship between the mass of molecular structures and their size. The
masses are generally obtained from the intensities of the 13CO and 12CO lines as explained
Sect. 4.2. The symbols have the same meaning as in Fig. 13.1. The two long lines have slopes
of 2 and 2.3. The two short lines correspond to self-gravitating clouds with temperatures of
10 and 40 K, which could correspond to dense cores.
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n(> L) ∝ L−D, (13.5)

which determines the fractal dimension D. Differenciating this expression with
respect to L, we have

n(L)dL ∝ L−(1+D)dL. (13.6)

Comparing this relation with (13.4) we find D = 2.3(±0.3). D is a three-
dimension fractal dimension. It is remarkable that numerical simulations of a fractal
medium with a D of about 2.3 look, in projection, very similar to maps of the
interstellar medium, for example a CO map in the Orion–Monoceros region: see
Plate 7.

Combining (13.2) and (13.6) we find the mass distribution

n(M)dM = n(L)
dL

dM
dM ∝ M−(1+D/κ)dM. (13.7)

Using the above values of D and κ we obtain n(M) ∝ M−1.9(±0.3). Direct
observations of this relationship in molecular clouds yield n(M) ∝ M−1.8, on average
(see e.g. Heithausen et al. [227]), with rather large uncertainties. This exponent is
consistent with the results of some fractal theories which predict M ∝ L D, hence
κ = D and n(M) ∝ M−2 whatever the fractal dimension D.

After this digression let us return to our subject. It is more than an academic
problem to determine if the random supersonic motions of the interstellar gas and,
more generally, its structure at different scale sizes are of turbulent origin. Turbulence
in fact has very specific properties which have a considerable impact on the physics
of the gas, as we will see later.

13.2 Incompressible Turbulence

What follows is only a short introduction to the very broad domain of turbulence.
The interested reader will find more details in the books of Landau & Lifshitz [297]
and of Guyon et al. [216], for example.

13.2.1 The Birth of Turbulence

Let us consider a fluid cell with density ρ, pressure P and velocity v, subjected to an
external force F, for example gravity. In Eulerian coordinates, the equation for the
continuity of momentum, that we will call for brevity the equation of motion (the
Navier–Stokes equation), that we have already seen in a slightly different form as
(11.2), can be written for the component v j of velocity along the j axis

ρ
Dv j

Dt
= ρ

(
∂v j

∂t
+ vk

∂v j

∂xk

)
= − ∂P

∂x j
+ Fj + ρν

∂2v j

∂xk∂xk
, (13.8)

which implies summation over the indices k = 1, 2, 3. Two similar equations have
to be written for the two other components. In this equation the fluid is assumed
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to be incompressible. ν = (1/3)λ〈vth〉, where λ is the mean free path (see footnote
2 in this chapter) and 〈vth〉, the mean thermal velocity of the gas particles, is the
kinematic viscosity1. The viscosity is assumed to be isotropic and constant in the
medium. The last term is the stress originating from viscosity in the relative motion
of the fluid cells. In a symbolic vector form, this equation can be written as

ρ

(
∂v
∂t

+ v · ∇v
)

= −∇ P + F + ρν∇2v, (13.9)

The last term (sometimes noted as ρν∆v) symbolizes the stress tensor explained
earlier. Two terms express the transport of momentum ρv: a non-linear advec-
tion term ρv · ∇v and a linear diffusion term ρν∇2v. In a flow where the ratio
of advection/diffusion for these two terms becomes larger than about 100, either
because the velocity of the flow increases or because the viscosity decreases, e.g.
due to a decrease in temperature through the dependence of λ on 〈vth〉, experiments
show that the flow, which was initially laminar, becomes chaotic with large velocity
fluctuations on all scales. Moreover, the flow becomes very sensitive to the boundary
conditions. This is a transition towards turbulence where eddies (also called vortices)
appear. The number which characterizes this transition to turbulence is the Reynolds
number Re.

Although the theory of turbulence is fraught with uncertainties we can obtain
simple results using a dimensional analysis, as follows. An order of magnitude for
the gradient of the characteristic fluid velocity vl at scale l is vl/l, as can be intuitively
understood by assimilating the scale l to an eddy with size l. An order of magnitude
for the advection term at this scale l is ρv2

l /l while that for the diffusion term is
ρνvl/l2. The Reynolds number for this scale is thus Re = l vl/ν. If this number
reaches values much larger than 100 the turbulence is said to be developed. This
transition to turbulence, while experimentally observed, was never inferred from the
Navier–Stokes equation, although this equation is valid for describing the motions
of a fluid.

13.2.2 The Developed Kolmogorov Turbulence

A phenomenological description of incompressible turbulence is due to Richardson
(1922), and later to Kolmogorov [285]. It describes turbulence as an energy cascade
produced by successive eddy instabilities, each eddy forming more numerous ones of
smaller size. The energy therefore cascades from an eddy to smaller eddies, without
dissipation, until the eddies become so small that diffusion dominates the other
transport terms. These intermediate scales are called the inertial scales, which means
that the dynamics is entirely dominated by the advection term ρv · ∇v, dissipation
(the diffusion term) being negligible. The cascade therefore occurs between the
large scales called the integral scales, at which energy is injected, and the so-
called dissipative scales, at which the diffusion term becomes comparable to the
advection term (Re ∼ 1). This description lead Kolmogorov to suppose (i) scale

1 η = ρν is the dynamic viscosity, given in poise, symbol P = g cm−1 s−1.
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invariance, meaning that in the inertial domain the statistical properties of the flow
are independent of the scale (self-similarity), and (ii) that the interactions are local
in the Fourier space, meaning that the dynamics of a scale l is dominated by those of
scales of adjacent sizes. From the first hypothesis we derive that the rate of transfer
of specific energy ε (energy per unit mass) from scale to scale is independent of the
scale in the inertial regime:

ε ∼ v2
l /τl, (13.10)

the (kinetic) energy being of the order of v2
l per unit mass. τl is a transfer time

which is of the order of the lifetime of a velocity fluctuation, which itself is the
characteristic time for the inversion of the direction of the characteristic velocity in
an eddy with scale l, τl ∼ l/vl . Therefore ε ∼ v3

l /l, hence

vl ∼ ε1/3l1/3, (13.11)

where ε is invariant in the cascade. In this description the final energy dissipation
rate εd is thus equal to the transfer time from scale to scale, which is on average
uniform in space and constant with time. The scale ld at which viscous dissipation
takes place corresponds, as we said, to a Reynolds number of order unity, so that

ld ∼ (
ν3/ε

)1/4
. (13.12)

Viscous dissipation transforms kinetic energy into heat and is more important if
the shear in the velocity field is larger. The mean rate of viscous dissipation per unit
mass is, for an incompressible fluid (see demonstration in Landau & Lifshitz [297]
Sect. 16),

〈εd〉 = 1

2
ν

(
∂v j

∂xk
+ ∂vk

∂x j

)2

, (13.13)

again summing over j and k = 1, 2, 3.
Let us introduce the vorticity ω = ∇ × v. It is possible to show that 〈εd〉 is related

to the vorticity by
〈εd〉 = ν〈|∇ × v|2〉 = ν〈|ω|2〉. (13.14)

An essential property of turbulence is the correlation of the velocity fluctuations
at all scales, this is described by the constancy of 〈|ω|2〉 with scale.

Let us now introduce, instead of the scale l, the wavenumber k = 2π/l and
consider the power spectrum E(k) of the kinetic energy, such that the average kinetic
energy per unit mass between k and k + dk is E(k)dk. The total specific energy at
scale l is of the order of 〈v2

l 〉 and is the integral of energy over scales smaller than l,
or wavenumbers larger than k:

〈v2
l 〉 =

∫ ∞

k
E(k′)dk′. (13.15)

This energy is of the order of (εl)2/3 ∼ (ε/k)2/3 (13.11). Differentiating with
respect to k, ε being constant, we find the Kolmogorov law
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E(k) ∼ ε2/3k−5/3. (13.16)

As a consequence we see that most of the energy is at the largest scales.
It is also possible to demonstrate that the statistical law which relates the moments

Mn of order n to the increments in the velocity field for a separation r (see the
beginning of Sect. 13.1) is

Mn = 〈|v(x + r) − v(x)|n〉 ∝ (εr)n/3, (13.17)

the average being over all the positions x and directions r. The Kolmogorov theory
for incompressible turbulence predicts that the moment of order 2, also called the
structure function, is M2 ∝ r2/3. However the observations of H ii regions give
M2 ∝ r0.8−1.0 (see the beginning of Sect. 13.1). One could think that the difference
can arise from projection effects, since H ii regions are three-dimensional structures.
However, the corresponding correction for the Kolmogorov law gives M2 ∝ r5/3, in
disagreement with observations. This was already noted by Wilson et al. [550]; see
also Miville–Deschênes et al. [372]. These authors suggest that compressible super-
sonic turbulence could give results in better agreement with observation. A similar
problem arises for molecular clouds, for which we observe M2 ∝ r0.86(±0.3) (Miesch
& Bally [370]). However, the power spectrum of 21 cm emission agrees with the Kol-
mogorov prediction for incompressible turbulence (Miville-Deschênes et al. [373]).
It is also possible for such a discussion to use the velocity dispersion/size relation
((13.1) and Fig. 13.1) for which the Kolmogorov theory predicts σv,NT ∝ L1/3, but
its interpretation is much more uncertain (Scalo [454]). Finally, it is possible to use
the power spectra of the density and of the velocity field, as recently done for H i in
a high-latitude cirrus cloud by Miville-Deschênes et al. [373]: they find that these
power spectra are similar and are in good agreement with the predictions of the
Kolmogorov theory for incompressible turbulence. Further observational studies are
badly needed for a better understanding of the statistical properties of the interstellar
medium in its different phases.

13.2.3 Turbulent Viscosity and Pressure

A fluid with a turbulent flow can to some extent be described as a fluid possessing
a turbulent viscosity νt , differing from the usual viscosity which is also called the
molecular viscosity to remind that it originates in collisions between the atoms
or molecules of the gas. The turbulent viscosity does not directly produce energy
dissipation. It depends on the scale l or on the wave number k. It is also possible to
define a turbulent pressure Pt which is also scale-dependent and is obviously related
to the characteristic velocity at this scale.

A powerful method has been developed to treat the dynamics of a turbulent
medium at large scales. It consists of calculating renormalized transport coefficients
which allow us to introduce the effect of the smaller scales l < L (or k > K ) in the
equation of motion for the gas at scale L ∼ 1/K . Using this method it is possible to
define the turbulent viscosity at a scale with a wavenumber K as
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νt(K) =
[

4

3

∫ ∞

K

E(k)

k2
dk

]1/2

, (13.18)

and the turbulent pressure at this scale

Pt(K) = 1

3
ρ〈v2(K)〉, (13.19)

E(k), the power spectrum of the turbulence, being related to the mean velocity at the
wavenumber K by

〈v2(K)〉 =
∫ ∞

K
E(k)dk. (13.20)

The turbulent pressure and the turbulent viscosity, contrary to the thermal pres-
sure and viscosity, depend on the scale at which they are calculated. The equation of
motion of the gas at wavenumber K then becomes

ρ(∂v/∂t + v.∇v) = −∇ Pt(K) + F + ρνt(K)∆v. (13.21)

The turbulent viscosity is often larger by orders of magnitudes than the kinematic
molecular viscosity ν, in particular in the interstellar medium as we will see later.
It can be the cause of the diffusive mixing of different parts of the medium. As an
example, if a quantity exhibits an important fluctuation at some scale l, turbulent
viscosity causes the disappearance of this fluctuation in a time τ = l2/νt(l).

The turbulent pressure helps in stabilizing scales which are gravitationally un-
stable (Bonazzola et al. [54]). This can be understood intuitively by the fact that
pressure gradients, whatever their nature, counteract the collapse of a cloud. The
expression for the turbulent pressure (13.19) is similar to that for the thermal pres-
sure Pth = nkTK = (1/3)ρ〈v2

th〉. Thus, for a cloud which can be considered as
isolated, we can, as a first approximation, add the turbulent pressure at the scale
corresponding to its size to the thermal pressure in order to determine its global
gravitational stability using the virial theorem, as we will do in Sect. 14.1. This is
approximately correct because, as we have seen, most of the energy occurs at large
scales in a turbulent cascade. In practice, we simply add quadratically the r.m.s.
velocity of the macroscopic motions due to turbulence (or to other bulk motions) to
the r.m.s. thermal velocity.

However the effect is more complex if the component parts of a cloud are
considered. Because the turbulent pressure is smaller at smaller scales, the unstable
perturbations in a cloud are not necessarily those with the largest wave number. We
will come back to this important point in Sect. 14.1.

13.2.4 Intermittency

Another property of turbulence, postulated as early as 1959 by Landau and Lifshitz,
is intermittency. Initially, the idea of intermittency arose from doubts about the
uniformity in space and time of the energy transfer from one scale to another. Later,
it was realized that intermittency corresponds to the ephemeral existence in space and
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time of regions with large vorticity or velocity gradients. Gas dynamics experiments
have shown that the moments of the velocity increments do not actually vary as rn/3

(as in (13.17)), but diverge progressively from this statistical law when n increases.
This is a consequence of intermittency at small scales: the distributions of the velocity
gradients, of velocity increments and of their moments, and therefore of vorticity
and dissipation do not obey gaussian statistics. Intermittency means a non-gaussian
probability distribution of all the quantities where velocity gradients intervene, in
particular the velocity differences (increments) between two points. An essential
property of intermittency, also observed in the laboratory and in measurements of
atmospheric turbulence, is that the departures from a gaussian distribution of the
velocity increments are larger for smaller separations between the measurement
points.

Intermittency corresponds to rare phenomena with extreme amplitudes, whose
probability is much larger than that predicted by gaussian statistics. Many statistical
models have been proposed for intermittency, with scaling laws of the type Mn ∼
εn/3lζn , with ζn �= n/3, which describe the departure from the Kolmogorov law.
Amongst them, Kolmogorov himself [286] assumed a log-normal distribution for the
average energy dissipation at scale l and predicted ζn = n/3−(µ/18)n(n−3), where
µ is the intermittency parameter. In the model of Frisch et al. [189], turbulence is
assumed to be active only on a subset of the three-dimensional space, of filling factor
smaller than the scales under consideration. It leads to ζn = n/3 − (µ/3)(n − 3). In
this model, the turbulent activity is concentrated in a fractal structure with dimension
D (in three dimensions), with µ = 3 − D.

The general idea for the formation of intermittency is that of a non-linear ampli-
fication of the vorticity at small scales by the shear exerted by the large scales, which
produces a stretch of the vorticity line, hence an increase of vorticity. The equation
for the evolution of the vorticity in an incompressible fluid (the Helmholtz equation)
is obtained by taking the curl of the Navier–Stokes equation:

∂ω/∂t + (v · ∇)ω = (ω · ∇)v + ν∇2ω. (13.22)

An equilibrium solution for vorticity therefore corresponds to the equality be-
tween the stretch (v · ∇)ω and the vorticity diffusion ν∇2ω produced by the velocity
field.

13.3 Turbulence in the Interstellar Medium

Interstellar turbulence is, for several reasons, much more complex than the incom-
pressible turbulence we presented in the preceding section. It is a compressible
turbulence in a medium permeated by magnetic fields, that is supersonic and per-
haps super-Alfvénic in some regions. This means that the gas motions are faster
than both the sound velocity and the Alfvén velocity (see Sect. 11.2). Moreover,
the magnetohydrodynamic approximation is not valid in many cases because the
ambipolar diffusion between neutral and ionized species is sufficiently fast that the
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neutral and ionized fluids are decoupled. Finally – but this has nothing to do with
turbulence – the self-gravity of the gas structures temporarily compressed in shocks,
for example, can trigger gravitational instabilities and enhance the structures already
present within the medium. We will come back to these aspects in the next section.

Another source of difficulty is that the size scales of viscous dissipation can in
some media be quite close to the mean free path of the atoms or molecules. Then
the fluid approximation used in models begins to break down. Order-of-magnitude
estimates for the characteristic dimensions are given in Table 13.1. We see that in
the diffuse neutral medium the viscous dissipation scale ld is barely larger than the
mean free path λ of the hydrogen atoms.

An additional problem, which is specific to the ISM, is the multiplicity of the
energy sources, hence a difficulty in defining the integral scale at which energy is
injected. The main energy sources are (i) the differential rotation of the Galaxy that
produces shears at a large scale, of the order of a kpc; (ii) supernova explosions,
which inject a large amount of kinetic energy at scales of the order of hundreds of
pc; (iii) the expansion of H ii regions, also a source of energy at a scale of several
tens of pc, and (iv) bipolar flows and jets associated with star formation, which
inject energy at much smaller scales (about one tenth of a pc). It is curious that

Table 13.1. Characteristic quantities for turbulence in the three components of the cold
interstellar medium: the diffuse neutral medium, molecular clouds without star formation,
and dense molecular cores. Explanations are given in the text.

Quantity Unit cold atomic molecular dense molecular
medium clouds cores

〈n〉 cm−3 30 200 104

TK K 100 40 10
B µG 10 20 100
l pc 10 3 0.1
σl km s−1 ≈ 3.5 1 0.1

λ = 1/〈n〉σ AU 2 0.03 6 × 10−4

cS = √
kTK /µmH km s−1 0.8 0.5 0.2

vA = B/
√

4πρ km s−1 3.4 2.0 1.4
ν = 1

3λvth cm2 s−1 2.8 × 1017 1.8 × 1017 9 × 1016

Pth = 〈n〉kTK erg cm−3 4 × 10−13 10−12 10−11

Re = lvl/ν 5.7 × 107 8.1 × 106 5.4 × 104

1
2 ρ〈vl〉3/l erg cm−3 s−1 2 × 10−25 1.7 × 10−25 2.5 × 10−25

Λ erg cm−3 s−1 5 × 10−24 4 × 10−24 3.5 × 10−24

ε = 1
2 〈vl〉3/l L�/M� 1.5 × 10−3 1.1 × 10−4 3.2 × 10−6

ld AU 2.9 4.0 5.7
λT = l1/3

d L2/3 pc 0.34 0.38 0.42
νt = l〈vl〉 cm2 s−1 2 × 1025 5 × 1023 5 × 1021

Pt = 1
3 〈ρv2

l 〉 erg cm−3 3 × 10−11 2 × 10−11 10−11
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these four processes produce roughly similar mean energy injection rates in the
Galaxy. However, it is very difficult to calculate their exact respective importance
for gas turbulence because the coupling of these sources to the interstellar medium
is complex and depends upon many factors, such as the topology and intensity of the
magnetic field and the porosity of the medium, which are poorly known. Numerical
simulations attempt to model these various processes.

Table 13.1 gathers the quantities which allow us to characterize the energy
contained in turbulence for different media. The three first lines give the average
density, the kinetic temperature and the magnetic field intensity that characterize
the three considered media. These quantities are derived from observations. The
fourth and fifth lines give, respectively, the scale l and the velocity dispersion σl

that we adopt to characterize turbulence. We have been guided in their choice by the
observed size scales and associated velocity dispersions.

The following lines give derived quantities based upon the preceding values.
They are, in order:

- the mean free path λ of the gas particles2;
- the isothermal sound velocity cS;
- the Alfvén velocity vA;
- the kinematic viscosity ν;
- the thermal pressure Pth;
- the Reynolds number Re (note that the Reynolds numbers Re are very large in

all three phases, even in the dense cores where vl and cS are close in value, suggesting
that turbulence exists everywhere in the interstellar medium);

- the energy transfer rate of turbulence ρε per unit volume;
- for comparison, the dominant rate Λ of radiative energy loss, assumed to be

due to the emission from the C+ line with a fractional ionization x = 10−3 in the
cold neutral medium, and to the emission from the CO lines, including lines of
isotopomers, in the molecular clouds and cores;

- the rate of energy transfer ε per unit mass in the turbulent cascade, to be
compared with the power supplied to the interstellar medium by the stellar UV
radiation, which is of the order of 1 L�/M�in the solar neighbourhood;

- the Kolmogorov scale ld for the dissipation of turbulence;
- the so-called Taylor scale λT , a mean scale obtained from ld and the integral

scale of turbulence, whose value adopted here is 100 pc;
- the turbulent viscosity νt ;
- the turbulent pressure Pt .
A comparison of the different energy transfer terms calls for a few remarks.

Firstly, we notice that the energy transfer rate per unit volume in the turbulent
cascade is roughly the same in all three components of the cold neutral medium. This
strongly suggests that the turbulent cascade is independent of the physical differences
(density and temperature) between these components, and that energy propagates

2 λ = 1/〈n〉σ , σ being the elastic collision cross-section between hydrogen atoms (σH−H ∼
10−15 cm2) or between hydrogen molecules (σH2−H2 ∼ 10−14 cm2), for which we have
neglected the temperature dependence.
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between scales independently of these parameters. This rate, which is also the rate
of the dissipation of turbulent energy in the Kolmogorov model, is approximately
1/20 of the radiative cooling rate. Therefore the heating due to turbulent dissipation
can locally compensate for the cooling provided that it is dissipated in 1/20 of
the volume. It is thus a potentially important source of local heating, while it is
negligible globally. This heating is also negligible globally with respect to the UV
and visible radiation coming from stars, which is of the order of 1 L�/M� in the
solar neighbourhood. We also note that the turbulent specific energy is considerably
smaller in dense cores than in the diffuse neutral medium. This suggests that the
condensation of the diffuse gas into a dense core requires a strong dissipation of the
initial turbulent energy.

13.4 Some Effects of Interstellar Turbulence

We will see in the next chapter that turbulence can stabilize gravitationally unstable
scales and may modify the criterion for gravitational instability. Here we examine
some other effects of interstellar turbulence.

13.4.1 Turbulent Transport and Interstellar Chemistry

Turbulence leads to significant diffusion in the interstellar medium, which may
deeply affect the chemistry. A discussion of this is given by Xie et al. [559], from
whom we borrow what follows.

For a turbulent molecular cloud let us consider the chemical species i, of density
ni , whose (small) abundance with respect to molecular hydrogen is fi = ni/nH2 , the
density of hydrogen molecules being nH2 . The diffusion of species i is different from
that of hydrogen because this species undergoes chemical reactions which depend
on time and location so that, in general, it has a density gradient different from that of
H2. As a consequence, there is, generally, a non-zero chemical composition gradient
d fi/dz in the direction z of the density gradient. The net flux φi for the transport of
species i in this direction is thus

φi = −νtnH2

d fi

dz
= −νtni

[
1

ni

dni

dz
− 1

nH2

dnH2

dz

]
, (13.23)

where νt is a turbulent diffusion coefficient that can be defined, phenomenologically,
as the mean value of the product of the random velocity of the gas and a mixing length,
νt = 〈vt L〉. Note that both terms inside the square brackets may be considered as the
inverse of the scale lengths of the z-distribution of species i and of H2, respectively,
hi = −ni/(dni/dz) and hH2 = −nH2/(dnH2/dz). Putting 1/h = (1/hi) − (1/hH2),
(13.23) reads

φi = νtni
1

h
. (13.24)
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The diffusion velocity for each species is thus vd ∼ νt/h, and the characteristic
diffusion time is τd ∼ h/vd ∼ h2/νt . h depends on the chemical species because it
is a function of the density gradient specific to this species.

The evolution of the density, ni , of species i is given by the continuity equation

∂ni

∂t
+ ∂φi

∂z
= Gi − Li, (13.25)

in which Gi and Li are, respectively, the creation rate and the destruction rate of
species i due to chemical reactions at the current position.

Figures 13.3 and 13.4 show examples of some results obtained from a chemical
model of a spherical, turbulent cloud. Initially, the considered elements are assumed
to be entirely atomic, except hydrogen which is entirely molecular. Figure 13.3 shows
the time evolution of the abundances of the oxygenated molecules at a given depth
into the cloud, and Fig. 13.4 gives the variation of these abundances with radius as
steady state is reached, about 3×106 years after the beginning of the simulation. We
see that turbulent diffusion causes major changes in the chemical composition with
respect to the non-turbulent case. In particular, chemical models without turbulence
predict high abundances of molecular oxygen deep within the cloud but, on the
other hand, predict little ionized carbon. This is contrary to observations, which
show abundant C+ but undetectable O2, with very significant upper limits. Turbulent
chemical models as illustrated by Figs. 13.3 and 13.4 give results in much better
agreement with observation for values of the turbulent diffusion corresponding to
the conditions of Table 13.1. Such models can be applied to the regions of a cloud
where chemical abundance fluctuations exist, for example due to variations in the UV
illumination. There are, however, other possible explanations for these abundance
“anomalies”, as discussed Sect. 9.4.

13.4.2 Intermittency of Turbulence Dissipation
as a Gas Heating Source

The Characteristics of Interstellar Intermittency

Small-scale intermittency of turbulence has been observed in the laboratory and
is also found in numerical simulations. It probably also exists in the interstellar
medium, including H ii regions (for molecular clouds see Pety & Falgarone [405],
[406], and references herein). Turbulent intermittency in the cold interstellar medium
seems to present the same statistical properties as intermittency in incompressible
turbulence, in particular non-gaussian distributions of the quantities related to the
velocity increments. It is unfortunately impossible to directly measure the velocity
distribution in the interstellar medium. The only available tool to probe the velocity
field is the observation, at high spectral resolution, of the profile of atomic or
molecular lines. The observed quantities (the line profiles) are quantities integrated
along the line of sight. Lis et al. [326] estimate that this is not a fundamental
handicap for analysing the properties of interstellar turbulence. Based on simulations
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of compressible turbulence (Porter et al. [411]), they show that the probability
distribution of the increments of the average velocity between two separated lines
of sight, which are measurable quantities, have characteristics similar to those of
the velocity increments between two points of the cloud. These distributions are
non-gaussian and the departures from a gaussian distribution are larger when the
two lines of sight are closer to each other.

Another important point of the work on numerical simulations is that the regions
where the departures from a gaussian distribution are particularly large are also those
where the modulus of the measurable part of the vorticity along the line of sight is

Fig. 13.3. The time evolution of oxygenated chemical species in a turbulent isothermal
molecular cloud at a depth corresponding to an extinction of AV = 9 mag. with a density
nH2 = 3×104 cm−3, submitted to the standard UV radiation field. The solid lines correspond
to the case without turbulence, the dashed lines correspond to the case for a turbulent diffusion
coefficient νt = 1023 cm2 s−1, and the dotted lines to νt = 1024 cm2 s−1. The latter value
is close to that adopted in Table 13.1 for quiescent molecular clouds. Note in particular the
strong decrease in the abundances of O2 and of H2O due to turbulent mixing. Reproduced
from Xie et al. [559], with the permission of the AAS.
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Fig. 13.4. The evolution with depth of the abundances of oxygenated chemical species in
a turbulent isothermal molecular cloud. This cloud is subjected to the standard UV radiation
field. The results are for a time of 3 ×106 years after the beginning of the simulation, a steady
state having been approximately reached (cf. Fig. 13.3). The solid lines correspond to the
case without turbulence, the dashed lines correspond to the case for a turbulent diffusion
coefficient νt = 1023 cm2 s−1, and the dotted lines to νt = 1024 cm2 s−1. The latter value is
close to that adopted in Table 13.1 for quiescent molecular clouds. At the cloud surface (radius
3.4 × 1018 cm), the abundances do not depend upon turbulence. Note the large decrease in
the abundances of O2 and H2O deep inside the cloud. Reproduced from Xie et al. [559], with
the permission of the AAS.

the largest. The measurable components of the vorticity are necessarily those which
contain ∂vx/∂y and ∂vx/∂z, where x is the coordinate along the line of sight, and y
and z the perpendicular coordinates, these are therefore the components (∇ × v)y

and (∇ × v)z of the vorticity.
The probability distribution functions for velocity increments have been con-

structed using very large samples of molecular line data, corresponding to maps
containing almost 10 000 spectra of nearby molecular clouds. Figure 13.5 shows the
probability distribution of the velocity increments for various separations between
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Fig. 13.5. The normalized distributions for the velocity increments (differences in velocity)
observed between points separated by ∆, in a 12CO(2-1) line map of the molecular cloud
L 1512 S. ∆ is in units of 16 arc seconds, half the angular resolution of the radiotelescope
used for these observations. This corresponds to 0.012 pc at the distance of the cloud (150 pc).
The velocities are defined as the centroid 〈v〉 = ∫

v′N(v′)dv′/
∫

N(v′)dv′ measured in the
line profile in each direction. Note the departures with respect to a gaussian distribution, for
increments at small values of the distance ∆ between the measurement points. The fact that
these departures are more pronounced at small scales than at large scales provides support for
the existence of intermittency in interstellar turbulence. From Pety & Falgarone [406], with
the permission of ESO.

the two observed directions for a dense molecular core observed in the 12CO(J=2-1)
line.

The analysis of the positions where the departures from a gaussian distribution
are the largest shows that they are not uniformly distributed but grouped in small
regions. This suggests that the vorticity distribution in interstellar turbulence is very
heterogeneous, as is the distribution of the viscous dissipation which is associated
with regions with high vorticity.

The Local Dissipation of Energy through Intermittency

We have seen that, when averaged over space and time, the dissipation of the
turbulent kinetic energy, even if supersonic, is a negligible source of heating for the
interstellar gas (see Table 13.1). The average rate of transfer of specific energy ε
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given in this table can be expressed as a luminosity per unit mass, which is much
smaller than 1 L�/M�, the rate supplied by the average UV radiation of stars in the
nearby interstellar medium. However, if concentrated in a fraction of the order of
1% of space or time, this dissipation becomes a locally dominant heating source,
with important effects for the physics and chemistry of the gas.

The Intermittency of Viscous Dissipation

Small-scale intermittency of turbulence may be at the origin of the non-gaussian
distribution of vorticity and of the viscous stress tensor, hence of viscous dissipation.

An analytical solution of the Helmholtz equation for vorticity (13.25), called the
Burgers vortex, allows a quantitative description of the effect of viscous dissipation
near coherent vorticity structures in the cold atomic medium. The interest in this
solution is that the Burgers vortex is completely defined by only two parameters: the
stretching rate α of vorticity by the large scales of turbulence, and the circulation C
of vorticity, C = ∫ ∞

0 ω(r) 2πrdr, where r is the distance from the rotation axis. The
vortex is assumed to have a gaussian distribution of vorticity, which results from the
equilibrium between the stretch of the vortex and the diffusion due to viscosity:

ω(r) = ω0e−(r2/r2
0 ). (13.26)

The equilibrium radius r0 and the vorticity circulation peak ω0 can be expressed
as a function of α and of C as

r2
0 = 4ν

α
, (13.27)

and

ω0 = α C

4πν
. (13.28)

The stretching rate is imposed by turbulence at larger scales. This is suggested
by experimental results in laboratory flows and numerical simulations which show
that the maximum rotation velocity in vorticity filaments is of the same order as the
velocity dispersion of the ambient turbulence. The only free parameter is thus, in
fact, the circulation of vorticity.

Although it is very unlikely that such a simple description of intermittent regions
is realistic for the interstellar medium, it is remarkable that, if the viscous dissipation
is concentrated in high-shear regions at the edge of intermittent eddies, the temper-
ature in the diffuse neutral gas can reach some 1 000 K in regions of a few 1014 cm
in size (Joulain et al. [273]). Endothermic chemical reactions or reactions with high
activation barriers then become possible. This model allows us to solve a number of
long-standing problems encountered in the chemistry of the diffuse medium, such
as the large abundances of CH+, HCO+ and OH. This abundance problem was
mentioned at the end of Sect. 9.4. However, shocks give a similar result, as indicated
in this section.
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Decoupling of the Gas and Grains

Interstellar dust grains are in general very well coupled to the gas motions, which
renders collisions between grains unlikely except in regions where the medium
collides with itself, i.e., shocks. Turbulence, in particular in small-scale intermittency
regions, plays a similar role in decoupling the gas and grains.

Let us consider a grain of radius a, of geometric cross-section σg = πa2 and
mass mg, immersed in a medium with density nH and a mean mass per particle µmH.
The rate of change of its velocity vg is given, from (8.10), by

mg
dvg

dt
= −nHµmHvthαπa2(vg − v), (13.29)

which accounts for the accomodation coefficient α ∼ 0.35 of atoms or molecules
on the grain. vth is the mean thermal velocity of atoms and v the bulk velocity of the
gas. The solution to this equation is

vg(t) = v(1 − e−t/τ f ). (13.30)

τ f = 4aρg/(3αnHµmHvth), where ρg is the density of grain material, is the
stopping time of the grain, i.e., it is the time required for a grain to meet a mass equal
to its own mass. For times t, long with respect to τg, there is a good coupling between
the gas and grains, while for times that are short with respect τg, vg ∼ vt/τ f .

An order of magnitude for τ f , for a grain with a = 0.1 µm and density 3 g cm−3,
in a gas of density nH = 100 cm−3 and temperature 100 K, is 105 years, a short time
with respect to the usual dynamic scales for the gas.

However, turbulence in which the kinetic energy cascades to quite small spatial
scales, and hence very short time scales, is able to produce differential motions
between the gas and grains. Moreover, the gas velocity v is neither constant nor
uniform and we can consider that the grain is randomly transported by a succession
of eddies characterized by velocities vk and lifetimes τk. Völk et al. [536] have
shown that a grain experiences a number of random impulses N = τ f /τk from
eddies with lifetime τk. If N is large enough, the grain can be stopped: its velocity in
a rest reference system, which results from all these random collisions, is from the
previous equations

vg =
(

τ f

τk

)1/2

vk
τk

τ f
= vk

(
τk

τ f

)1/2

� vk

N1/2
. (13.31)

The relative velocity of a grain with respect to an eddy with wavenumber k is
thus of the order of vk. In this case the gas and the grains are effectively decoupled.
Between the large eddies, whose lifetime τk is large and which do not cause decou-
pling, and the very small eddies, which contribute to the stopping of the grain but
cannot transfer much momentum to it, there exists a preferential turbulence scale k∗
for which τk∗ = τ f , which gives a dominant contribution to gas–grain decoupling.

Intermittency generates time scales even smaller than those characteristic of
a Kolmogorov spectrum. These very fast events effectively decouple grains from
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gas, even the very small grains, in spite of their small gas friction times τ f . Falgarone
& Puget [172] have shown, using the statistics of such events obtained in a wind
tunnel (not well adapted to interstellar conditions but probably usable thanks to the
universal properties of turbulence), that very small grains can efficiently decouple
from the gas and that the relative velocities between these grains can be increased by
almost one order of magnitude with respect to the situation within a turbulent flow
in which intermittency is ignored.

These processes are of great interest for the evolution of the grain populations,
mainly for the growth of grains in the interstellar medium, because they can alter
the usual assumptions. In particular, we know that above some relative velocity
threshold, grain collisions can lead to shattering while below this threshold they can
lead to coagulation (see Chap. 15).
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In this chapter we deal with the most complex problems raised by the interstellar
medium: the gravitational collapse of clouds, their fragmentation and the final col-
lapse of fragments to form stars. Despite a considerable amount of work, to which it
is impossible to do justice here, these problems are not solved. We will only discuss
some principles. We will stop the discussion at the end of collapse, leaving for others
the burden of dealing with protostars, their disks and jets, and their evolution to the
main sequence.

The interstellar medium evolves in the gravitational potential of the Galaxy. It
forms stars through local gravitational instabilities. One of the most critical questions
concerning this evolution is thus: what are the conditions that trigger or inhibit grav-
itational collapse? This question underlies all of this chapter and will be discussed
again in the next and final chapter of this book. We will begin by a study of the
equilibrium conditions for an interstellar structure (a “cloud”), we will then discuss
collapse, fragmentation and star formation.

14.1 Stability and Instability: the Virial Theorem

14.1.1 A Simple Form of the Virial Theorem
with No Magnetic Field nor External Pressure

The virial theorem is the fundamental theorem for the equilibrium of self-gravitating
structures in the Universe. Its simplest formulation is due to Clausius (1870) and to
Poincaré (1911).

Let us consider a particle with mass m located at position r, relative to some
arbitrary origin, and submitted to a force F. Its equation of motion is

m
d2r
dt2

= F. (14.1)

Let us take the scalar product of this expression with r, obtaining in this way
quantities with dimension of energy

m
d2r
dt2

· r = F · r, (14.2)

which can be written
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m
d

dt

(
r · dr

dt

)
= m

(
dr

dt

)2

+ F · r. (14.3)

The quantity F · r has been called the virial by Clausius. Consider now a system
of particles all of the same mass m. The moment of inertia of this system is

I =
∑

j

mr2
j , (14.4)

where the summation is over all the particles. Its second derivative with respect to
time is

Ï = 2
∑

j

mr j
d2r j

dt2
+ 2

∑
j

m

(
dr j

dt

)2

, (14.5)

so that, combining with (14.3),

1

2
Ï =

∑
j

m

(
dr j

dt

)2

+
∑

j

F j · r j . (14.6)

The kinetic energy of the system is

T = 1

2

∑
j

m

(
dr j

dt

)2

. (14.7)

If the system is a gas at rest T is the thermal energy Ttherm . If there are also
macroscopic motions of the gas, for example due to turbulence, T = Ttherm +Tmacro,
with Tmacro = (1/2)

∑
mv2

rms, where vrms is the r.m.s. value of the macroscopic
velocities. This assumes that vrms can be defined, which might raise some problems
in the case of turbulence. We will for the moment neglect global rotation because this
rotation is slow for interstellar clouds and has no appreciable role in the first stages
of their evolution. Conversely, we will take rotation into account for later stages.

The last term of (14.6),
∑

j F j · r j , is the gravitational potential energy Ω of the
system. If the only force is gravity, neglecting other interactions between particles
and the rotational and vibrational energies of the molecules of the medium which
are anyway internal energies, we can write:

Ω = −
∑

j

m jr j

∑
k

Gmk(r j − rk)

|r j − rk|3 , (14.8)

the j sum being taken over all the particles of the system, and the k sum over all
masses interior or exterior to it. If the latter masses can be ignored, either because of
the spherical or ellipsoidal symmetry of the system or because the system is isolated,
each interaction will be counted twice in the double sum, and we obtain

Ω = −
∑
j<k

Gm jmk

|r j − rk| . (14.9)
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We can then write
1

2
Ï = 2T + Ω, (14.10)

an equation that defines the dynamical behaviour of the system. The equilibrium
condition is of course Ï = 0. It can therefore be written

2T + Ω = 0, (14.11)

the simple form of the virial theorem. This equation expresses the balance between
the gravitational attraction between the different parts of the system, which tends
to produce collapse, and the agitation of its particles (the pressure for a gas at rest,
which is proportional to T ).

For a cloud of perfect gas at temperature T the thermal energy is

Ttherm = 3

2

MkT

µmH
, (14.12)

where M is the total mass of the cloud. If the cloud is spherical and homogeneous,
its potential energy is

Ω = −3

5

G M2

R
. (14.13)

Note, however, that a cloud in equilibrium cannot be at the same time isothermal
and homogeneous, and this expression may need to be modified.

14.1.2 The Jeans Length and Jeans Mass

Equating 2T with −Ω (cf. (14.12) and (14.13)) and expressing R as a function
of M and density n, we obtain an instability criterion. This criterion predicts that
an hypothetical spherical, homogeneous and isolated cloud with no macroscopic
motions, density n and temperature T is unstable with respect to contraction ( İ < 0,
Ï < 0) if its mass is larger than a critical mass Mcrit,th

M > Mcrit,th �
(

1

µmH

)2 (
5

2

kT

G

)3/2 (
4

3
πn

)−1/2

� 4.4 T 3/2n−1/2 M�,

(14.14)

assuming for the molecular gas of the cloud a mean molecular mass µ ≈ 2.7,
accounting for helium and the heavy elements.

We have, numerically,

Mcrit,th � 1.4

(
T

10 K

)3/2 ( n

104 cm−3

)−1/2
M�. (14.15)

Note again that a cloud in equilibrium cannot be at the same time isothermal and
homogeneous, so that the numerical factor is very approximate.
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Another way to treat the instability problem is to perform a linear analysis of
gravitational instability in a uniform, infinite medium. Although such a medium
has no physical reality, there are enough disturbing observational facts to justify the
presentation of this analysis. It was made by Jeans as early as 1902, whose instructive
reasoning we will now reproduce, even though it is partly incorrect. Let us consider
an infinite, isothermal medium, without magnetic field or macroscopic motions, with
density ρ. The three equations which describe the dynamics of this medium are the
continuity equation (11.1), the equation of motion (11.2) and the Poisson equation.
Let us give them again in vector form

∂ρ

∂t
+ ∇·ρv = 0, (14.16)

ρ

(
∂v
∂t

+ v · ∇v
)

= −∇ P − ρ∇Φ, (14.17)

∇2Φ = 4πGρ, (14.18)

where Φ is the gravitation potential. The last equation is incorrect for an infinite
medium because a uniform density would lead to a diverging potential at infinity.
However, it allows a considerable simplification and the error is not too severe
because we will only consider a perturbation. Using the index 0 for quantities at
equilibrium, and the index 1 for the perturbed ones, we have v = v1, ρ = ρ0 + ρ1

and Φ = Φ0 + Φ1. Linearizing the three equations above, and with the further
hypothesis of the constancy of the isothermal sound velocity cS, such that P/ρ =
c2

S = kBTk/µmrm H , we obtain

∂v1

∂t
= −∇Φ1 − c2

S

ρ0
∇ρ1, (14.19)

∂ρ1

∂t
= −ρ0(∇.v1), (14.20)

∇2Φ1 = 4πGρ1. (14.21)

Taking the divergence of (14.19) in order to eliminate ∇·v1 and ∇2Φ1 with
(14.20) and (14.21), we find

∂2ρ1

∂t2
= ρ0∇2Φ1 + c2

S∇2ρ1. (14.22)

For a periodic perturbation ρ1 = Kei(kx+ωt), from this equation it is easy to
derive the dispersion relation between the angular frequency ω and the wave number
k = 2π/λ of the perturbation:

ω2 = k2c2
S − 4πGρ0. (14.23)

The unstable modes (ω2 < 0, or ω imaginary) are those for which the wavenum-
ber is such that

k < kJ =
(

4πGρ0

c2
S

)1/2

. (14.24)
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The Jeans length is λJ = 2π/kJ . The mass included within a cube of side λ

is the Jeans mass MJ = ρ(2π/kJ )
3. It is the largest gravitationally stable mass for

a medium with given density and temperature. We can see that the Jeans mass is
similar to the critical mass given by (14.14) and (14.15) within a numerical factor
(2.4 instead of 1.4 in (14.15)).

It is worth noting that the velocity ω/k at which the perturbation propagates
vanishes for k = kJ .

At a constant temperature, the Jeans mass decreases at increasing density. An
isothermal gas in gravitational collapse stays unstable as long as its cooling is
sufficient to maintain isothermality. With another, non-isothermal equation of state
of the form P ∝ ργ , the density dependence of the Jeans mass is MJ ∝ ρ(3γ/2)−2.
Thus, when γ > 4/3, the Jeans mass increases with density and an initially unstable
mass can become stable at higher densities.

The Role of Turbulence

In a turbulent gas the dispersion equation (14.23) must be deeply modified
(Sect. 13.2). According to Chandrasekhar [88], [89], the sound velocity cS is re-
placed in this equation by an effective sound velocity depending on the wavenumber,
c2

S(k) = c2
S + (1/3)〈v(k)〉2, where 〈v(k)〉 is the characteristic velocity of turbulence

for a wavenumber k. Bonazzola et al. [53] showed, writing the dispersion relation

ω2 − [c2
S + (1/3)〈v(k)〉2]k2 + 4πGρ0 = 0, (14.25)

that the unstable perturbations in a uniform, isothermal, turbulent medium with an
average density ρ0 and temperature TK are those with scales λ so that the wavenumber
k = 2π/λ obeys the relation

4πGρ0k−2 > c2
S + A

3(α − 1)
k1−α, (14.26)

where cS = √
kTK/µmH is the isothermal sound velocity and E(k) = A k−α is the

power spectrum of the turbulence (13.15). As a consequence, there is a critical slope
α = 3 for the turbulent spectrum. If this spectrum is steeper (α > 3), unstable scales
exist only in a limited range [k1, k2] which depends upon ρ0. In this case the large
scales k < k1 are stabilized. This effect was demonstrated analytically by Bonazzola
et al. [53], [54]. It is confirmed by numerical simulations of compressible, supersonic
turbulence in a self-gravitating gas, a more realistic situation for the interstellar gas
(Klessen et al. [283]). These authors also show that a magnetic field would not
fundamentally affect this property. It allows protostellar condensations to form in
an apparently globally stable cloud. In spite of this, we will ignore turbulence in the
rest of this chapter, while giving appropriate warnings.

We finally remark that the virial theorem implies that the system is isolated. It
can, however, be bounded by an external pressure and even immersed in an external
gravitational field which can be taken into account if necessary (see (14.8)).



326 14 Equilibrium, Collapse and Star Formation

These guidelines are an introduction to the key questions raised by star formation,
such as those concerning the stability or instability of a gas in gravitational collapse,
or the possibility of having increasingly small unstable fragments in a globally
collapsing cloud. We will now elaborate on these questions.

14.1.3 The General Form of the Virial Theorem

The preceding discussion has ignored the external pressure and magnetic fields. In
order to obtain a more general form for the virial theorem it is convenient to start
from the general equation of motion (11.2), which we will write in vector form

ρ
Dv
Dt

= ρ

(
∂v
∂t

+ v · ∇v
)

= −∇ P − ∇B2

8π
+ 1

4π
B · ∇B − ρ∇Φ. (14.27)

v = Dr/Dt, ρ, P, B and Φ are respectively, the bulk velocity, density, pressure,
magnetic field and gravitational potential. Here, v is the macroscopic velocity (e.g.
the turbulent velocity) of the gas. The microscopic (thermal) velocity of the atoms or
molecules is taken into account through the pressure P. If there are cosmic rays, we
should add to P their pressure PCR = (1/3)uCR, where uCR is their energy density.

As before, we take the scalar product of this equation with r and integrate the
result over the volume V of the cloud.

The successive terms of the integral obtained in this way are such that:

1. The left-hand term becomes
∫

V ρr · (Dv/Dt)dV = 1
2 (D2 I/Dt2) − 2Tmacro.

For this, we have used the second time derivative of I = ∫
V ρr2dV , which is

D2 I/Dt2 = 2
∫

V ρr · (Dv/Dt)dV + 2
∫

V ρv2dV . Tmacro = (1/2)
∫

V ρv2dV is
the kinetic energy of the macroscopic motions per unit volume.

2. The thermal pressure term becomes − ∫
V r · ∇ PdV = 3

∫
V PdV − ∫

S Pr · dS =
3V(P − Pext).

∫
S is a surface integral and S is the vector normal to the surface

of the cloud. We have assumed that the system is in pressure equilibrium with
an external pressure Pext . P is the average of the pressure inside the cloud.
Given the vector relation ∇ · (Xr) = r · ∇X + X∇ · r, this pressure term is
indeed − ∫

V ∇ · (rP)dV + ∫
V P∇ · rdV = − ∫

S Pr · dS + 3
∫

V PdV . Here we
have used the relations

∫
S r · dS = 4πV and ∇ · r = 3.

3. The term involving the magnetic pressure is
−(1/8π)

∫
V r · ∇B2dV = −(1/8π)

∫
S B2r · dS + (3/8π)

∫
V B2dV

The derivation is similar to that for the thermal pressure.
4. The term arising from the magnetic tension is (1/4π)

∫
V r · (B · ∇)BdV =

−(1/4π)
∫

V B2dV + (1/4π)
∫

S(B · r)B · dS.

This makes use of the vector relations (B · ∇)(B · r) = r · (B · ∇)B + B2, and
(B · ∇)(B · r) = ∇ · (B · r)B − (B · r)(∇ · B) = ∇ · (B · r)B since ∇ · B = 0.

5. The term − ∫
V ρr · ∇Φ = Ω is the potential gravitational energy.

The complete virial equation, grouping together the surface terms and the volume
terms, can then be written as
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1

2

D2 I

Dt2
= 2Tmacro + Ω − ∫

S(P + Pmag)r · dS

+ 1
4π

∫
S(B · r)B · dS + 3

∫
V (P + Pmag

3 )dV,

(14.28)

with Pmag = B2/8π. P = nkTK is the internal thermal pressure. TK is the kinetic
temperature.

The equilibrium condition is Ï = 0 which gives, without magnetic field, the
condition:

2Tmacro + Ω + 3V(P − Pext) = 0. (14.29)

The internal energy (without magnetic field) can be defined as u = Tmacro +
(3/2)Mk〈TK 〉, where M is the total mass. If there is no external pressure the virial
theorem can be written as 2u + Ω = 0, another form of (14.11), so that u = −Ω/2.
The total energy of the system E = u+Ω = Ω/2 is negative, because Ω is negative.

Let us insist again on the fact that the virial theorem is only really applicable to
an isolated system, unless its interactions with the outer space can be expressed as
pressure terms.

14.1.4 The Stability of the Virial Equilibrium

Let us first study this stability in the simple case of a spherical cloud with no external
pressure and no magnetic field. At equilibrium we have 2u0+Ω0 = 0. A perturbation
δR of the cloud radius produces a change of Ï such that

1

2
δ Ï = 2δu + δΩ =

(
2

∂u

∂R
+ ∂Ω

∂R

)
δR. (14.30)

The stability criterion around the equilibrium condition Ï = 0 writes 2∂u/∂R +
∂Ω/∂R < 0. It is easy to check that a small increase of radius (δR > 0, İ > 0) has
to generate Ï < 0 in order to allow the system to return to its equilibrium.

Let us illustrate this condition with a system where the internal energy is purely
thermal, u = (3/2)nkTK = 3PV . Let us assume that the equation of state for this
system is polytropic:

P ∝ ργ , (14.31)

a relation that can also be written, for constant mass, as PV γ = constant. The
quantity n such that γ = 1 + 1/n is called the polytropic index. We then have
dP/P = −3γdR/R and du/u = dP/P + 3dR/R = −3(γ − 1)dR/R. The above
stability condition then becomes

[3(γ − 1) − 1]Ω
R

> 0, (14.32)

because ∂Ω/∂R = −Ω/R from (14.13).
This condition requires γ > 4/3. In particular, virialized isothermal systems

(γ = 1) are unstable if isolated and without a magnetic field, while adiabatic systems
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(γ = 5/3) are stable. We can express this condition by saying that a system in virial
equilibrium is only stable with respect to collapse (or expansion) if the gas is able to
recover, as internal energy, a part of the gravitational energy it has gained (or lost).
An external pressure Pext changes this condition because γ > 4/3 − 4πPext R3/Ω.
Since Ω < 0 the critical exponent is larger than 4/3.

This illustrates, though only in a schematic way, the importance of the equation
of state of the gas for virial stability. The problem is in fact complex because the
polytropic index can vary enormously during the dynamical evolution and because
the equation of state can even be non-polytropic.

Let us now introduce an external pressure. In the (hypothetical) case of an
isothermal, uniform sphere with no macroscopic motions and no magnetic field, the
virial theorem now becomes, from (14.12), (14.13) and (14.29),

3MkT

µmH
− 3

5

G M2

R
− 4πR3 Pext = 0. (14.33)

This equation can be considered in different ways. For a given mass M and
temperature T , the radius R is a function of Pext . If R is very large (a low-density
cloud) the gravitational term can be neglected and the internal and external pressures
are equal. If the external pressure increases, the radius shrinks and the gravitational
term becomes appreciable, which causes a further decrease in the radius. If the
external pressure is larger than some limit no equilibrium is possible and the cloud
collapses (cf. Spitzer [490] Sect. 11.3a).

If we now fix Pext and T we obtain the M, R relation shown in Fig. 14.1.
The largest possible mass at virial equilibrium can be obtained by differen-
tiating (14.33) with respect to R and setting dM/dR = 0. We then obtain
Mmax = (20πPext/G)1/2 R2. However, as expected, the numerical coefficient is
not correct because an isothermal sphere in equilibrium cannot be homogeneous,
its density being larger in the central region as we will discuss in detail in the next
section. Chièze [95] gives the correct relation:

Mmax

1M�
= 12.6 x−2

∗

(
Pext/k

3 800 K cm−3

)1/2 (
R

1 pc

)2

, (14.34)

with x∗ = 0.4466 for an isothermal sphere. This expression was used in constructing
Fig. 14.1. Chièze [95] also shows that this relation remains valid for any polytropic
index n, provided that n < −1 or n > 3, i.e. 0 < γ < 4/3. We then have:

x∗ =
(

1

8π

n − 3

n + 1

)1/4

. (14.35)

The point which corresponds to the largest possible mass separates a gravi-
tational equilibrium branch, for which the gravitational term dominates over the
pressure term and which is thus gravitationally unstable for γ < 4/3, from a hydro-
dynamic equilibrium branch, on which gravity is small and which tends to pressure
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equilibrium (P ≈ Pext), with M ∝ R3. In the M, R plane the equilibrium curve,
on which Ï = 0, separates an upper region (large masses, large radii) where Ï < 0
from a lower region where Ï > 0 . The gravitational branch is thus stable with
respect to evaporation or to accretion, which corresponds to a decrease or to an
increase of mass, respectively. However, it is instable for perturbations of radius
(compressions) at constant mass, as we have just seen, because in the present case
the cloud is isothermal. Conversely, the hydrodynamic branch is stable for this type
of perturbation but unstable with respect to evaporation or accretion.

Fig. 14.1. The mass–radius relation for spherical, isothermal clouds with no magnetic field
submitted to an external pressure Pext/k = 3 800 K cm−3. The critical point (*) corresponds
to the largest possible equilibrium mass. Its location as a function of temperature is a straight
line of slope 2. This point separates gravitationally stable configurations (solid curve) from
unstable configurations (dotted curve). From Chièze [95], with the permission of ESO.

Let us now introduce the thermal velocity dispersion σv,th , still assuming no
macroscopic motions. The virial equilibrium equation for the critical (maximum)
mass Mmax ≡ M∗ becomes

M∗σ2
v,th − α∗

G M2∗
R∗

− 4πPext R3
∗ = 0, (14.36)
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in which the star symbol designates quantities taken at the limit of gravitational
instability. α∗ = 0.7323 is a numerical parameter corresponding to a real, non-
homogeneous, isothermal sphere. Eliminating R∗ in combining (14.34) and (14.36),
we obtain

σv

1 km s−1 = 0.209

(
Pext/k

3 800 K cm−3

)1/8 (
M∗
1 pc

)1/4

. (14.37)

Similarly, we obtain by the elimination of M∗

σv,th

1 km s−1 = 0.588

(
Pext/k

3 800 K cm−3

)1/4 (
R∗

1 pc

)1/2

. (14.38)

Assuming that Pext is constant, these equations imply

σv,th = a1 M1/4
∗ = a2 R1/2

∗ . (14.39)

These relations are also valid for a polytropic equation of state. The coefficients
a1 and a2 are not very sensitive to the polytropic index and always stay within a factor
2 of the isothermal ones. a1 is given by Table 1 of Chièze [95].

If there are now large macroscopic motions larger than the thermal agitation of
atoms or molecules, which is the general case for interstellar clouds, we add a term
2Tmacro = Mσ2

v,macro in the virial equation (see (14.29)). This term has exactly
the same form as the thermal term 3MkTK/(µmH) = Mσ2

v,th . The previous study
remains valid, including the numerical values, provided that the velocity dispersion
is uniform in the cloud. However, some care should be exercised for turbulent clouds,
as discussed previously.

The relationships in (14.39) are close to the observed relationships (cf. (13.1) and
(13.3)). This led Chièze and other authors to assume that the observed interstellar
structures are generally at the limit of gravitational instability.

We can imagine that if a cloud is gravitationally unstable it tends to fragment
rather than collapsing as a whole. Indeed the isothermal Jeans mass decreases as
n−1/2 when density n increases (14.14). The decrease in the number of particles,
i.e., of n, when the H i converts into H2 if the density and the column density are
large enough, reinforces the decrease of the Jeans mass and favors instability and
fragmentation. However, fragmentation may prove impossible for non-isothermal
equations of state. If the equation of state is P ∝ ργ the Jeans mass varies with
density as MJ ∝ ρ3γ/2−2. It becomes independent of density when γ = 4/3 and
fragmentation is then impossible. In realistic cases it seems that fragmentation can
intervene over a large range of interstellar conditions. Chièze [95] and others have
suggested that fragmentation is at the origin of the hierarchical distribution of the
interstellar structures and continues down to protostellar fragments (see also Chièze
& Pineau des Forêts [96]). However, if clouds are turbulent, the situation is much
more complex because turbulence can create instabilities and trigger fragmentation
even in globally stable clouds, as we saw at the end of Sect. 14.1.2.
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14.1.5 The Density Distribution in a Spherical Cloud
at Equilibrium

A self-gravitating, isothermal cloud in hydrostatic equilibrium cannot have a uni-
form density since the gravitational force is a function of the radius r. The density
dependence ρ(r) is determined by two equations:

- the local equation of state, i.e. for a perfect gas

P = ρ
kT

µmH
, (14.40)

- the equation of hydrostatic equilibrium

−dP

dr
= 4πGρ

r2

∫ r

0
ρy2 dy, (14.41)

or, differentiating with respect to r

− 1

r2

d

dr

(
r2

ρ

dP

dr

)
= −4πGρ. (14.42)

Combining these equations, we obtain

− 1

r2

d

dr

(
r2

ρ

dρ

dr

)
= −4πGµmHρ

kT
. (14.43)

In order to solve this equation analytically we introduce the change of variables
ρ = λeζ , r = β1/2λ−1/2ξ , λ being an arbitrary constant and β = kT/(4πGµmH).
Equation (14.43) then becomes a simple differential equation,

d2ζ

dξ2
+ 2

ξ

dζ

dξ
+ eζ = 0. (14.44)

The boundary conditions at the centre are ρ = ρc and dρ/dr = 0. Choosing
λ = ρc, they become ζ = 0 and dζ/dξ = 0. The problem is now entirely determined
once T , µ and the central density are chosen. We can find the solution in many
astrophysical textbooks, for example in Chandrasekhar’s Introduction to the Study
of Stellar Structures. The density is found to be approximately proportional to r−2,
except in the central regions.

An isothermal sphere at equilibrium is expected to extend to infinity if there
is no external pressure, because eζ hence P and ρ have no zero for positive finite
values of ζ . If an external pressure is applied, the radius is finite. The expressions
for the different parameters of an isothermal, pressure-bounded sphere are given
by McCrea [357]. The corresponding numerical values were used in the preceding
section in order to correct the results obtained in the simple, but unrealistic, case of
an homogeneous sphere.

In reality, interstellar clouds are not isothermal because the heating and cooling
processes detailed in Chap. 8 lead to temperature gradients. The equilibrium condi-
tion in more realistic clouds was studied by Falgarone & Puget [170] and by Chièze
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& Pineau des Forêts [96]. Figure 14.2, taken from the latter authors, shows as an
example the density structure of a molecular cloud whose surface is irradiated by the
standard interstellar radiation field (χ = 1) and which is subjected to the standard
interstellar medium pressure. Its density varies approximately as r−1.3 in this model,
instead of r−2 as for an isothermal sphere. The equation of state for the gas is also
reproduced in Fig. 14.3 for different conditions. An interesting result of this study
is that a thermal instability (cf. Sect. 8.3) can occur in the low-density envelope
of the clouds when the temperature is higher than about 92 K. It is probably this
temperature which limits the extent of the clouds. But once again these somewhat
academic results have to be revised for the case of a turbulent cloud.

Fig. 14.2. The density profiles for molecular clouds subjected to the standard unattenuated
interstellar radiation field (AV,S = 0) and to an external pressure PS/k = 3 000 K cm−3.
From Chièze & Pineau des Forêts [96], with the permission of ESO.

14.1.6 Stability and Instabilities in the Presence
of a Magnetic Field

The effects of magnetic fields on the stability, gravitational collapse and fragmenta-
tion of interstellar clouds are complex. We will here follow the pedagogical textbook
of Spitzer [490]. We will only take into account the thermal pressure. Of course,
if there are macroscopic motions, e.g. due to turbulence, we have to include their
effect, for example by replacing the temperature T in the following equations by an
effective, higher temperature. But here again turbulence can introduce complications
that we will not examine.

If we assume for simplification that the magnetic field decreases very rapidly
outside the cloud, the surface terms in (14.27) can be neglected, provided that the



14.1 Stability and Instability: the Virial Theorem 333

Fig. 14.3. Equations of state for various optical depths (expressed as AV , as per the labels
on the curves) in a molecular cloud subjected to the standard interstellar radiation field. The
standard interstellar pressure P/k = 3 800 K cm−3 is shown for reference. The pressure
within the cloud is necessarily, and at least, equal to the external pressure. A region with
thermal instability exists to the left of the dash-dotted line. Large variations in the slope of
the equation of state can be seen, corresponding to variations in the polytropic index. From
Chièze & Pineau des Forêts [96], with the permission of ESO.

reference surface S is at some distance from the actual surface of the cloud. More
complete calculations (cf. Spitzer [490]) show that this approximation is reasonable.
For a (always hypothetical) homogeneous, spherical cloud with a uniform magnetic
field, the magnetic volume term is (4πR3/3)(B2/8π), so that (14.27) takes a form
similar to that of (14.33):

3MkT

µmH
− 4πR3 Pext − 1

R

(
3

5
G M2 − 1

3
R4 B2

)
= 0. (14.45)

An important quantity is the critical mass Mc for which the magnetic energy is
equal to the absolute value of the gravitational energy. It is

Mc = c1

π

(
5

9G

)1/2

φB, (14.46)

where φB = πR2 B is the total magnetic flux in the cloud and c1 is a numerical factor
that takes into account the real structure of the cloud. We then have numerically

Mc

1M�
≈ 103

(
B

30 µG

)(
R

2 pc

)2

. (14.47)
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Replacing φB by its value in (14.45), and using R2 = [3Mc/(4πρ)]2/3, we find

Mc = c3
1 53/2

48π2

B3

G3/2ρ2
. (14.48)

Collapse can occur only if M > Mc and if the external pressure Pext is larger
than a critical value Pm . In order to obtain Pm , we fix the mass M in (14.45) and
we examine the variation of the equilibrium external pressure Pext with radius. This
pressure reaches a maximum, Pm , for some value of the radius. Pm is thus obtained
by differentiation of (14.45) with respect to Pext and R, by putting dPext/dR = 0
and by expressing the corresponding radius as a function of Mc and of M. We then
obtain

Pm = 3.15c2
c8

S

G3 M2[1 − (Mc/M)2/3]3
, (14.49)

where cS is the isothermal sound velocity and in which we have inserted another
numerical factor c2.

Note that another possibility for collapse exists if there are macroscopic motions.
A possible decrease in these motions, e.g. due to viscous dissipation, causes a de-
crease of the velocity dispersion or of the effective temperature which replaces T in
(14.45) and (via cS) in (14.49), and leads to a decrease of Pm , which might produce
instability and collapse even if the external pressure is constant.

If the magnetic field is frozen into matter, the magnetic flux φB is conserved and
the ratio between the gravitational energy and magnetic energy remains constant
throughout the contraction of the cloud. Therefore, if the magnetic pressure does not
hinder the initial contraction it will not be able to stop the ensuing collapse.

Observations show that magnetic flux is not conserved. Figure 2.6 suggests
that B ∝ n0.45, hence B ∝ R−1.35 for a spherical cloud, so that BR2 ∝ R0.7 for
such a cloud. Then the magnetic flux decreases during contraction. The reason, as
we will see later, is ambipolar diffusion, which is unavoidable if the medium is
only weakly ionized, as it is the case for “neutral” atomic and molecular clouds.
As a consequence, magnetic pressure is progressively less efficient at supporting
a cloud during contraction.

However, the cloud might not remain spherical during contraction. If the mag-
netic field has a regular component, which seems to generally be the case, the matter
slips along the field lines of this component and the cloud tends to flatten. This
flattening increases the modulus of the gravitational energy and this even further
decreases the effect of the magnetic field during contraction, with respect to the
situation for a spherical cloud. This somewhat changes the initial equilibrium con-
ditions, hence the numerical values of c1 and c2. Exact calculations of this case were
done by Mouschovias & Spitzer [377], neglecting ambipolar diffusion. Their results
are summarized by Spitzer [490]. They find c1 = 0.53 and c2 = 0.60. With this
value of c1 the critical mass is

Mc = 1.9 × 104
(

B0

µG

)3

n−2
0 M�. (14.50)
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For a standard diffuse cloud, if such a standard cloud exists (B0 = 5µG, n0 =
20 cm−3), Mc ≈ 6 × 103 M�. For the interstellar medium as a whole, n0 ≈ 1 cm−3

and Mc ≈ 2 × 106 M�. This is indeed the order of magnitude of the masses of the
large interstellar complexes (but see a discussion in Sect. 15.1).

To summarize, sub-critical magnetized clouds, i.e., clouds with M < Mc, cannot
collapse if the external pressure increases, provided that the magnetic flux is con-
served. Their contraction is only possible if the magnetic field is redistributed by
ambipolar diffusion. Ambipolar diffusion is a slow phenomenon, so that contraction
is quasi-static. If the ratio between magnetic pressure and thermal pressure is high
(as in a cold molecular cloud) the Jeans mass can be much smaller than the mass of
the cloud and fragmentation into dense cores can occur, these cores being perhaps
able to form low-mas stars.

Conversely, super-critical clouds can collapse globally if the external pressure
increases or if the internal pressure decreases. The magnetic field cannot oppose
the collapse even if the magnetic flux is conserved. Super-critical clouds might
form by coagulation of sub-critical clouds. A super-critical cloud probably collapses
while flattening into a pancake along the regular component of the magnetic field.
Fragments with a size comparable to the thickness of this pancake can themselves
be super-critical and collapse to form a cluster of massive stars.

These ideas were developed by Lizano & Shu [332] in order to account for the
existence of two modes of stellar formation: slow formation of low-mass stars and
fast formation of stars of all masses. However, we will see later that their conclusions
are considered to be somewhat controversial, and that the bimodal formation of stars
might have a different origin.

To end this section, we wish to mention the models of molecular clouds built
by McKee & Holliman [361], which include several superimposed polytropes rep-
resenting the different types of pressure (thermal, turbulent and magnetic). This
description is elegant but disputable because turbulence cannot be simply described
by a polytropic equation of state.

14.1.7 The Coupling of the Gas and Magnetic Fields:
Ambipolar Diffusion

In the preceding subsection we mentioned that the magnetic flux might not be
conserved during the evolution of interstellar matter. This means that magnetic
fields might not be well coupled with the gas, the MHD approximation no longer
being valid. The ions and the magnetic fields are always well coupled. If the gas
is only weakly ionized its dynamics is essentially that of the neutral particles. The
coupling between magnetic fields and the gas is then due to collisions between the
ions and neutrals.

Quasi-Static Case

A simple analysis of ambipolar diffusion is due to Spitzer [490] and Shu et al. [470].
It implicitly assumes equilibrium for the ions and a quasi-static magnetic field.
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The Lorentz force applied by the magnetic field on the fluid of charged particles
is

j
c

× B = 1

4π
(∇ × B) × B, (14.51)

where j is the density of electric current. This equation makes use of the Ampère law
j = (c/4π)∇ × B. The Lorentz force causes a displacement of the ions with respect
to the neutrals, at a mean velocity that can be obtained by equating the Lorentz
force for the ions with the braking force due to the collisions between the ions and
neutrals. Per unit volume, this force is

Fd = ρiρnγ(vi − vn), (14.52)

where ρi and ρn are, respectively, the densities of the ions and of the neutrals,
whose bulk velocities are vi and vn . γ is a braking coefficient which is not too
dependent upon the nature of the ions and neutrals, and is of the order of a few times
1013 cm3 g−1 s−1. The drift velocity vd of the ions with respect to the neutrals is
therefore

vd = vi − vn = 1

4πγρiρn
(∇ × B) × B. (14.53)

The electrons play no role here because the momentum transfer between the
electrons and neutrals is negligible with respect to that between the ions and neutrals.
The electrons follow the ions in their bulk motion so that the medium remains
electrically neutral. The ions are linked to the magnetic field. The time evolution of
the magnetic field is then given by

∂B
∂t

+ ∇ × (B × vi) = 0. (14.54)

Combining this equation with the previous one, we obtain

∂B
∂t

+ ∇ × (B × vn) = ∇ ×
{

B
4πγρiρn

× [B × (∇ × B)]
}

. (14.55)

If the right-hand part of this equation is zero, due to a high ionization degree, the
magnetic field is well coupled to the motion of the neutrals. If not, it corresponds to
a diffusion of the magnetic field with respect to the neutrals with an effective diffusion
coefficient D equal to (B2/4πρn)tni in order of magnitude, where tni = (ρiγ)−1 is
the average time between the collisions of a neutral particle with the ions. If the
magnetic field is roughly uniform in the cloud, the characteristic time for ambipolar
diffusion is tAD ≈ R2/D ≈ R/vd .

The Non-Static Case

The following developments are inspired by a paper of Kulsrud & Pearce [293], Ap-
pendix C. We will consider that ions and neutrals have different masses, respectively
µimH and µnmH. Let νin = nn〈σv〉 and νni = ni〈σv〉 be, respectively, the collision
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frequencies of an ion with the neutrals, and of a neutral with the ions, where v is
the relative velocity between an ion and a neutral. These frequencies are assumed
to be averaged over a maxwellian velocity distribution. Note that if the bulk relative
motion of the ions and the neutrals is small, 〈σv〉 � 2 × 10−9 cm3 s−1, i.e., the
Langevin rate (cf. Sect. 9.1).

The equations of motion for the ions and for the neutrals are, respectively,
neglecting the effect of possible gradients of pressure and gravity since we only
consider a small volume,

ρi

(
∂vi

∂t
+ vi.∇vi

)
= 1

4π
(∇ × B) × B − ρiνin

µn

µn + µi
(vi − vn), (14.56)

ρn

(
∂vn

∂t
+ vn.∇vn

)
= −ρnνni

µi

µn + µi
(vn − vi), (14.57)

with (14.54) describing the evolution of the magnetic field.
The total force applied by the ions on the neutrals per unit volume is equal to

that applied by the neutrals on the ions:

|Fd| = ρi
µn

µn + µi
nn〈σv〉 = ρn

µi

µn + µi
ni〈σv〉. (14.58)

Hence, comparing with (14.52), γ = 〈σv〉/[(µn + µi)mH].
We recall that the ions are well coupled with the magnetic field, which implies

that the time τin required for the neutrals to deviate an ion from its gyration around
the magnetic field is much larger than the cyclotron (Larmor) period (12.46), so that

τin = 1

νin

µi

µn
� 2πµimHc

eB
. (14.59)

Let us suppose that the medium is crossed by a (transverse) Alfvén wave charac-
terized by its angular frequency ω and by its wavenumber k, propagating along the
axis x, which is taken to be the direction of the stationary magnetic field B0 . This wave
perturbs the magnetic field. Using a linear perturbation analysis, we set B = B0 +δB
with δB along the transverse direction y, so that δBy = By0 exp i(kx − ωt), and
vi = viy. This induces a local bulk motion of the ions with a velocity vi along y.

Linearizing (14.56) and (14.57), with vi · ∇vi = 0 because ∇vi is parallel to the
x axis, thus perpendicular to vi, we obtain:

−iωρiviy = iB0/4πkBy − ρiνin
µn

µi
(viy − vny), (14.60)

−iρnωvny = −ρnνni(vny − viy). (14.61)

The linearization of (14.54) gives

−iωBy = ikB0viy, (14.62)

hence
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By = −kB0viy

ω
, (14.63)

and
vny = νni

νni − iω
viy. (14.64)

Equation (14.61) allows us to obtain the dispersion equation we want. Let us
introduce ωk = kvAi , the angular frequency of the Alfvén wave which would propa-
gate with the velocity vAi = B0/(4πρi)

1/2 in the ions gas, supposed to be decoupled
from the neutrals. After some algebra, we obtain the third-degree dispersion equation

ω3 + iω2(νni + νin
µn

µi
) − ω2

kω − iνniω
2
k = 0. (14.65)

When writing the dispersion equation in this way we consider ω as a complex
quantity, k being real. In this description, a wave exists everywhere and the dissipation
causes a frequency cut-off. We could also assume that the wave is emitted by
a source, for example by the collision between two clouds, and that it damps during
propagation: in this case ω would be real and k would be complex.

In order to investigate this equation, let us first study the low-frequency solutions
(ω small), then the high-frequency ones.

At low frequencies the dispersion relation simplifies into

ω2 + iω2
k

ε

νni
ω − ω2

kε = 0, (14.66)

where we define ε = ρi/ρn , a quantity assumed to be � 1. The solution for this
equation is

ω = −iω2
k

ε

2νni
±

√
4ω2

kε − ω4
k

ε2

ν2
ni

. (14.67)

We see that propagation is impossible, ω being a pure imaginary quantity, when
ωk > 2νni/

√
ε, or in other words if the wavenumber is such that

k >
2νni√
εvAi

. (14.68)

Conversely, at high frequencies the dispersion equation (14.65) reduces to

ω2 + iω
νni

ε
− ω2

k = 0, (14.69)

with the solution

ω = −i
νni

2ε
±

√
4ω2

k − ν2
ni

ε2
. (14.70)

Now, there is no wave propagation when ωk < νni/2ε, or equivalently for
wavenumbers such that

k <
νni

2εvAi
. (14.71)

In summary, if the wavenumber k = ωk/vAi of the Alfvén wave is such that
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– ωk > νni/2ε: the ions are unaffected by collisions with the neutrals because
these collisions are rare with respect to the period of the wave, and in this case
ω ∼ ωk because the density which intervenes in the propagation of the waves is
that of the ions;

– νni/2ε < ωk < 2νni/
√

ε: there is no wave propagation, all the energy being
dissipated in the ion-neutral collisions;

– ωk < 2νni/
√

ε: the neutrals couple increasingly to the ions at smaller values of
k.

The drift velocity vd = viy − vny between the ions and the neutrals is derived
from (14.61). At low frequencies, it reduces to

vd = ωviy

νni
. (14.72)

This drift velocity thus tends to zero when the wave frequency is much smaller
than the collision frequency for a neutral with ions. Then the two kinds of particles
are perfectly coupled. The more ionized, or the denser the medium, the larger is
νni and the better the neutrals are coupled with the waves that propagate along the
magnetic fields.

The dissipation rate due to collisions between the ions and the neutrals is the
product of the friction force |Fd| (14.58) with the modulus of the drift velocity
|vi − vn|. It is, per unit volume,

Γin = γρiρn|vi − vn|2 = ρiρn〈σv〉
(µi + µn)mH

|vd|2. (14.73)

In the diffuse medium, taking for example B = 5 µG, nn = 30 cm−3 and
an ionization fraction x = 10−4, the major ion is C+ with µi = 12µH , we find
νin = 6 × 10−8 s−1, νni = 6 × 10−12 s−1 and vAi = 50 km s−1. The wavelengths
between which no propagation is possible are 70 AU< λ < 0.01 pc.

In the dense molecular medium, taking for example B = 50 µG, nn = 104 cm−3

and x = 10−7, the major ion is HCO+ with µi = 28µH , we have νin = 2×10−5 s−1

and vAi = 440 km s−1. The wavelengths which cannot propagate are such that
2 AU< λ < 0.01 pc.

Strictly speaking, we should also consider that the small charged dust grains also
take part in ambipolar diffusion. However, their cyclotron periods are far longer than
those of the atomic or molecular ions: while they couple easily to the neutrals, they
also decouple easily from the magnetic fields.

Ambipolar Diffusion and Magnetic Support

After this digression, let us come back to the problem of the stability of interstellar
clouds. Consider a cloud supported by the magnetic field near the critical mass,
thus obeying (14.45). If it is a molecular cloud, its ionization is due to cosmic rays,
provided that the density is lower than 108 cm−3. Otherwise, the column density
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is generally sufficiently high to shield the interior of the cloud from low-energy
cosmic-ray particles and the ionization is due only to natural radioactivity. Since
the cosmic-ray ionization rate is proportional to nn and the recombination rate to
nine = n2

i , ionization equilibrium implies that ρi = Cρ
1/2
n (cf. (4.33)), with C

varying slowly with temperature and being proportional to the square root of the
depletion of heavy elements in the gas. For a depletion of 0.1 and a temperature in
the range 10–30 K, C = 3 × 10−16 cm−3/2 g1/2. Then the ratio between the time
for ambipolar diffusion and the free-fall collapse time t f (see its definition later in
Sect. 14.2) is of the order of

tAD

t f
≈ γC

2(2πG)1/2
, (14.74)

where γ is the braking coefficient defined earlier (14.52).
With the numerical value chosen for C, this ratio, which is independent of the

mass and of the radius of the cloud, is of the order of 8. Therefore ambipolar diffusion
is a slow phenomenon when the ionization is due to cosmic rays, and the simplified
study we presented at the beginning of this section is valid.

It is interesting to consider the equation of motion for the neutrals where we no
longer neglect pressure and gravity. It can easily be derived from (14.27) (see also
(14.57)):

ρn

[
∂vn

∂t
+ vn · ∇vn

]
= −∇ P − ρn∇Φ + Fd. (14.75)

The neutrals being dominant, the support of the cloud by the magnetic field
occurs through the intermediary of the braking force Fd , which we also call the ion-
neutral coupling force. Therefore in a weakly ionized medium such as a molecular
cloud, the magnetic support is intimately linked to ambipolar diffusion.

14.2 Collapse and Fragmentation

Once the conditions for gravitational instability are met, the cloud collapses upon
itself and, as we have seen, the magnetic fields cannot oppose this collapse. The
Jeans mass decreases during the contraction and this leads to potential cloud frag-
mentation. We will now study these phenomena, with the proviso that turbulence
could considerably change the conclusions.

14.2.1 The Free-Fall Time

We obtain as follows the characteristic time for collapse, which is called the free-fall
time, for a spherical cloud which initially has a uniform density ρ0, and with no
magnetic field and no rotation (Spitzer [490]). We also neglect the pressure. This is
obviously an academic case, but the result gives the correct order of magnitude.

The equation of motion for a shell with radius r whose initial radius was a can
be written as
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d2r

dt2
= −G M(a)

r2
= −4πGρ(0)a3

3r2
, (14.76)

where M(a) is the mass inside the radius a. The mass inside r is invariant and is
equal to M(a). Multiplying the above equation by dr/dt we obtain

dr

dt

d2r

dt2
= −4πGρ(0)a3

3

1

r2

dr

dt
, (14.77)

which gives after integration over time

1

2

(
dr

dt

)2

= 4πGρ(0)a3

3

(
1

r
+ C

)
. (14.78)

The constant of integration C is defined by the boundary conditions; taking the
square root we obtain,

1

a

dr

dt
= −

[
8πGρ(0)

3

(a

r
− 1

)]1/2

. (14.79)

Putting r/a = cos2 β this equation becomes

β + 1

2
sin 2β = t

[
8πGρ(0)

3

]1/2

, (14.80)

in which we take t = 0 at the beginning of collapse for which dr/dt = 0. β is the
same for all shells at a given time t, and all the shells reach the centre at the same
time t f for which β = π/2. This is the free-fall time:

t f =
[

3π

32Gρ(0)

]1/2

= 4, 3 107

n1/2
H (0)

years. (14.81)

These equations show that the density increases faster in the central regions than
near the surface of the cloud (inhomogeneous collapse), provided of course that
the initial density is uniform, or larger in the central parts, which is always true in
practice. The free-fall time, which is often taken as 1/

√
Gρ given the uncertainties,

is a useful order of magnitude estimate which remains usable to zeroth order in the
presence of magnetic fields, for different cloud shapes or density distributions, etc.

14.2.2 Collapse Configurations

The preceding calculation, which neglects pressure, can only give an order of mag-
nitude estimate. There are many more detailed studies, analytical or numerical, for
isothermal clouds with or without a magnetic field.

With no magnetic field, the equations which govern the dynamical evolution of
the system are, in Eulerian form:
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- the equation of conservation of mass

∂M

∂t
+ v

∂M

∂r
= 0, ∂M/∂r = 4πr2ρ, (14.82)

where M = M(r, t) is the mass inside radius r at time t and v = v(r, t) is the gas bulk
velocity at radius r and time t. These relations are equivalent to the usual continuity
equation

∂ρ

∂t
+ 1

r2

∂

∂r
(r2ρv) = 0, (14.83)

- the equation of motion (the Euler equation)

∂v

∂t
+ v

∂v

∂r
= − 1

ρ

∂P

∂r
− G M(r, t)

r2
, (14.84)

- the equation of state, that we write in polytropic form

P = Kργ . (14.85)

It is possible to find self-similar analytical solutions to this system of differential
equations: see e.g. Shu [469] or Blottiau et al. [44]. An exemple is shown in Fig. 14.4.
Of course, the result depends to some extent upon the initial conditions. However,
all realistic initial configurations, which are not very different from the solution
labelled with a star (*) in Sect. 14.1, lead to a fast increase of density towards the
centre, forming a kind of core with an approximately uniform density (the plateau
in Fig. 14.2). The formation of this core can be accelerated by the formation of
molecular hydrogen. The matter around this core falls onto it with essentially the
free-fall velocity given by (14.81), the density varying approximately as r−3/2 in this
envelope if it is isothermal. A shock forms at the edge of the core, while the rapid
infall of the matter around it generates a low-pressure region at some larger radius.
This decrease in pressure causes a rarefaction wave which propagates outwards with
the velocity of sound in the outer gas. Initially, the outermost zones are not reached
by this rarefaction wave and they fall very slowly towards the centre, and more and
more slowly at larger radii. They obey a self-similar solution as long as they are
not affected by the rarefaction wave. Their infall is accelerated by the decrease of
pressure caused by the passage of this wave. When the rarefaction wave arrives at
the exterior of the cloud, the internal pressure becomes smaller than the ambient
pressure. Then a compression wave forms which propagates towards the centre and
soon forms a shock. This shock in turn helps the matter to fall onto the core.

We see that even in this elementary case the processes are complex. Moreover,
we have neglected fragmentation, which is a possibility as mentioned earlier. Frag-
mentation is a natural phenomenon but we still do not really know the way it occurs.
However, it is certain that it does occur and that it is efficient because stars are often
observed to form in groups.

It is difficult to observe the collapse due to the low velocities. However, some
rather convincing results were recently obtained (Williams et al. [549], Belloche
et al. [29]).

The presence of rotation and of magnetic fields further complicates the problem.
We will shortly summarize their effects.
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Fig. 14.4. An analytic self-similar solution for the collapse of a spherical cloud without
a magnetic field, with an equation of state P ∝ ρ1.20. The density is plotted as a function of
radius at different times. From Blottiau et al. [44], with the permission of ESO.

14.2.3 The Role of Rotation

In principle, rotation can considerably modify the collapse. In order to show this,
let us assume that a cloud with an initial radius R0 rotates with a uniform angular
velocity ω(0). If the contraction was homologous, the conservation of the angular
momentum J would imply

ω(t)R2(t) = ω(0)R2(0). (14.86)

The centrifugal force at the equator ω2 R would then vary as 1/R3, while the
gravitational force varies as 1/R2. These forces would be equal at the equator for
some value of the radius. Then the cloud would be unable to contract transversally
due to J and would evolve towards a flattened disk. Fragmentation would be different
from that in a spherical collapse, but would still occur.

While numerical simulations confirm these ideas, the contraction is not homol-
ogous and only the central core in fact becomes flattened, the envelope remaining
approximately spherical. The core tends to form a “disk” (actually a ring) with fast
rotation, which might fragment (Fig. 14.5): see for example Boss [58] and the review
paper by Bodenheimer [46].

A major problem here is that the observed angular momentum of individual stars
is considerably smaller than that expected from the contraction of an interstellar
cloud, even if the cloud angular momentum was only due to the galactic differential
rotation. Thus the angular momentum has to decrease during the contraction of the
cloud. One possibility is a transfer to the orbital motion of double or multiple stars
resulting from the fragmentation. This is seen in numerical simulations of cloud
collapse. Figure 14.5 gives an example of such a simulation for clouds with different
initial rotation velocities. It includes the magnetic fields, the role of which will be
dicussed soon, but the results are not qualitatively very different from those without
a magnetic field. The fission of a rotating protostar can allow further contraction of
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Fig. 14.5. The fragmentation of a cloud with different degrees of rotation. Fig. a, b and
c show the result of numerical simulations for clouds rotating with decreasing rotational
velocities, after about 10 free-fall times. The contours give the density in the equatorial plane
and increment by a factor 2. The magnetic fields and ambipolar diffusion have been taken
into account. Cloud (a) has a ratio of rotational energy to gravitational energy of 0.012, and
fragments into a binary protostar. Cloud (b) has a ratio of only 0.0080 and simply forms
a bar. Cloud (c) stays almost axisymmetric with its ratio of 0.00012. Without a magnetic field,
fragmentation occurs for smaller ratios. This shows the role of the magnetic fields in removing
the angular momentum. Figure (d) shows the gas temperature for cloud (c), with contours at
intervals of a factor 1.3. The central temperature is 25 K, substantially larger than the initial
temperature of 10 K. Therefore, the collapse has become adiabatic, and heating does not favor
further fragmentation. Reproduced from Boss [59], with the permission of the AAS.
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the fragments. Another possibility, which is a necessity for forming isolated stars,
with or without a protoplanetary disk, is the transfer of angular momentum to the
external regions, either by turbulent coupling or by magnetic coupling. The latter
seems to be more efficient. Let us now examine how this works with a simplified
example, following Spitzer [490].

Let us consider a rigidly rotating spherical cloud with radius R surrounded by
a less dense medium that is not rotating, the whole region being permeated by
a magnetic field B. B is here assumed to be parallel to the rotation axis of the cloud
(taken as vertical), whose angular velocity is ω. Rotation twists the field lines above
and below the cloud. It can be shown that this deformation propagates along these
field lines with the Alfvén velocity vA = B/

√
4πρ, where ρ is the density of the

external medium. It accelerates the external medium to the angular velocity ω, in
a cylinder with the same radius R as the cloud. The amount of matter accelerated per
unit time in the fraction of this cylinder with radius r and thickness dr is 2πρrvA dr,
the corresponding angular momentum is ωr2. Assuming the cloud to be a rigid
uniform sphere, whose moment of inertia is 2MR2/5, we obtain by integration
over r

2MR2

5

dω

dt
= −πρvA R4ω. (14.87)

The term on the right has been multiplied by 2 to account for the propagation
of the deformation on both sides of the cloud. We can define a braking time for the
rotation

tB = − ω

dω/dt
= 4M

5(πρ)1/2 BR2
, (14.88)

in which vA has been eliminated. The ratio M/(BR2) is close to (M/Mc)
1/2G−1/2

(cf. (14.45) to (14.47)), where Mc is the critical magnetic mass, and does not vary
during the contraction of the cloud, assuming that the magnetic flux is conserved. It
even stays constant during fragmentation provided that the magnetic flux is divided
equally between the fragments. Since M/Mc does not differ much from 1, tB is
close to the free-fall time t f corresponding to the density ρ of the external medium
(14.81). However, because the density is larger in the cloud, the cloud free-fall time
is shorter and tB > t f (cloud). In order for the mechanism to be efficient, it has to act
during the initial phases when the cloud density is smaller, and to last for several t f .
More realistic calculations give shorter braking times when the magnetic field is not
parallel to the rotation axis, so that this difficulty is removed.

14.2.4 The Role of Magnetic Fields

We have just seen one of the effects of the magnetic fields. The analysis of their role
is very complex, often with controversial results. We will first present the point of
view of Shu and collaborators, but alternative points of view will be mentioned at the
end of this section. As we saw, we should separate the discussion of the sub-critical
and of the super-critical clouds.
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Gravitational Sub-Critical Clouds

We saw in Sect. 14.1 that such clouds are gravitationally stable. From the point of
view of Shu and collaborators, most molecular clouds should be sub-critical since
only a small fraction of these clouds are forming massive stars. Their evolution is
nevertheless possible thanks to the decrease of the magnetic flux through ambipolar
diffusion, but it is slow and hence quasi-static. This was treated, in particular, by
Lizano & Shu [332] who include turbulent support against gravity. They show
the existence of a second critical mass that they call the umbral mass (from the
spanish word umbrál, which means threshold). If the mass is super-umbral, ambipolar
diffusion is sufficient to allow the formation of a dense core which might form a star.
If the mass is smaller, ambipolar diffusion will create rectilinear magnetic field lines
and no dense core will be formed. However, this scenario is controversial, as we will
see later.

Gravitationally Super-Critical Clouds

These clouds can be unstable and can collapse upon themselves (Sect. 14.1). One
possibility for forming such clouds is an agglomeration of sub-critical clouds to
form a large complex. This can occur in spiral arms or in the central regions of
some galaxies. This formation mode requires a rather large density of molecular
material and could be at the origin of starbursts. A super-critical cloud collapses
into a flattened system which can fragment into pieces with a size comparable to the
thickness of this system (cf. Spitzer [490] Sect. 13.3.a). Another possibility, from
the point of view of Shu and collaborators, is the formation of super-critical cores
inside a contracting sub-critical cloud from fragments with super-umbral masses.
These cores would slowly form low-mass stars in quiescent molecular clouds. The
formation and evolution of these cores is relatively well understood as compared to
the direct collapse of super-critical clouds. It was studied, in particular, by Galli &
Shu [191] accounting for rotation and ambipolar diffusion. It is not possible here to
summarize their study and we will only give a few results. They find that the general
features of the collapse are not very different from those in the absence of a magnetic
field: a central object (a protostar) forms onto which matter keeps falling at almost
the same rate with or without a magnetic field. The main effect of the magnetic field
is to generate a flattened structure around this object, resulting from the deflection of
the accreted matter. This might be the disk that is often observed around protostars
which is often, perhaps incorrectly, taken as a protoplanetary disk.

These phenomena have been investigated more recently in a series of papers by
Boss (cf. [59]); see also Bodenheimer [46].

Alternative Points of View

There are alternative points of view to those of Shu and collaborators. For example,
Nakano [381] considers that only a small fraction of the clouds are really sub-critical.
He believes that most clouds are more or less super-critical and contract because
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their pressure becomes smaller than Pm (14.49) due to the decay of turbulence.
The rate of decay of turbulence would then govern the contraction rate because it
regulates the internal pressure of the cloud. However, recent numerical simulations
(cf. for example Ostriker et al. [390] and references therein) suggest that turbulence
decays faster than the free-fall time, so that the usual instability criterion described
in Sect. 14.1 applies if turbulence is not maintained by some external mechanism.
In any case (Myers [379]), the dense cores in low-activity clouds like the Taurus
clouds show little turbulence and are associated only with a small number of low-
mass, young stars. Conversely, the dense cores in active star-forming clouds are very
turbulent and are associated with many young stars, often with high masses. It is
important to note that the differences between the degree of turbulence cannot solely
be due to the effect of the winds of the young associated stars. All this suggests that
turbulence plays a major role in star formation. But once again these ideas are likely
to evolve following future progress in our understanding of interstellar turbulence.

14.3 The End of Collapse: Star Formation

All that precedes is only valid if the thermal energy, into which the gravitational and
turbulent energies are transformed, can be radiated away. After some time, this is no
longer possible because, due to an increase in column density, the cloud envelope
becomes opaque in the CO lines and in other molecular cooling lines, and later
also in the dust emission continuum. The collapse is now adiabatic. Then the gas
temperature rises. An increase in the thermal pressure results, and a decrease in the
mean mass µ of the gas particles due to the dissociation of H2, then to the ionization
of H, can also contribute.

This phenomenon can stop the fragmentation of the cloud. This occurs because
the energy radiated by a fragment with radius R cannot be larger than that of
a blackbody of the same size at the fragment temperature (it would be equal if the
fragment was optically thick at all infrared wavelengths). Most of the energy radiated
by a fragment comes from the gravitational energy and the rate of decrease of this
energy, in absolute value, is of the order of G M2/Rt f , where t f is the free-fall time.
Fragmentation then stops when

4πR2σT 4 ≈ G M2

Rt f
, (14.89)

where σ is the Stefan-Boltzmann constant. From (14.33), and with no external
pressure, we obtain G M/R = 5kT/µmH. Expressing t f from (14.81) and R as
a function of M and T in (14.33), we obtain the minimum mass of the fragments
after some simple algebra:

M ≈ 0.03 T 1/4

µ9/4
M� ≈ 0.07 M�. (14.90)

Although this is a very gross estimate, it seems that the mass of the fragments
is unlikely to be less than 0.007 M�. While brown dwarfs can be formed from such



348 14 Equilibrium, Collapse and Star Formation

fragments, like ordinary stars, planets are necessarily formed in a different way,
actually by the coalescence of small solid fragments and the accretion of gas.

More generally, the transition to the adiabatic regime during cloud collapse stops
the contraction of the core and a star begins to form. However, the envelope material
keeps falling onto the core and increases its mass as long as accretion occurs. On the
other hand, the mass of the core is reduced by the emission of jets, a phenomenon
that we will not discuss here.

We should remember that the adiabatic phase comes late in the collapse. This
is because the energy that is radiated during the collapse is only a small fraction of
the gravitational energy. For a perfect gas, the energy released in a variation of the
volume ∆V at constant pressure is −P∆V , or P∆ρ/ρ2 per unit mass. Integrating
over the cloud, we have

∆E = kT

µmH

∫
(∆ ln ρ) dM = MkT

µmH
〈∆ ln ρ〉, (14.91)

the average being taken over the cloud mass M. We see that as long as the density
remains small, ∆E is not much larger than the total thermal energy of the cloud
MkT/(µmH), which is much smaller than the gravitational energy for a cold molec-
ular cloud. During contraction, the gravitational energy is mostly converted into the
kinetic energy of the macroscopic motions. It is only in the late stage that ∆E can
become much larger than the thermal energy.

The contraction continues for some time in the adiabatic regime, the central
temperature increases, and the star switches on when temperature and density are
sufficient for thermonuclear reactions to take place. We will not discuss this stage in
this book.

14.4 The Initial Mass Function and Its Origin

14.4.1 Determinations of the Initial Mass Function,
and Related Problems

Stars, at least the relatively massive ones, do not appear to form in isolation but always
in groups (see Plates 16 and 31). The Initial Mass Function (IMF) describes the
relative fractions of stars of different mass at their birth. It can be considered for a star
cluster or association, for field stars outside clusters, for a large region of a galaxy or
even for a whole galaxy. In all cases the determination of the IMF is an operation full
of pitfalls. Firstly, the masses of stars are not observed directly (except if they are
members of well-studied binary systems), but only their luminosities and colours, and
the use of models is required to calculate the mass from the observed quantities. For
massive stars, the luminosity and colour are not sufficient to determine the mass, due
to possible ambiguities, and their spectroscopic classification is necessary. Secondly,
we have to be sure that the considered stars have not evolved much since their birth. If
they have, we have to make corrections for this evolution, which is possible provided
that their age is known. Thirdly and most importantly, we must work on complete
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samples of stars with known distances. It is easiest to determine the initial mass
function in young open clusters with known ages, but even in this case there can
be a mass segregation between the inner and the outer parts of the cluster. Outside
clusters, the determination of the IMF is very difficult, especially for our Galaxy,
because of a poor knowledge of the distances and of the difficulties in ensuring
complete sampling. This is easier in nearby galaxies, where at least all the stars are
at approximately the same distance. A good recent review on this subject is given
by Scalo [455]; see also Muench et al. [378].

On the average, the IMF is rather well approximated by a power law above about
1 or 2 M�:

Ψ(M) = dn(M)

d ln M
= Mdn(M)

dM
∝ M−x, Mmin < M < Mmax, (14.92)

where n(M) is the number of stars with masses between M and M + dM. Most
recent observations have confirmed a slope of x ≈ 1.35 given as early as 1955 by
Salpeter [447], for masses larger than about 1 M�which can be taken as Mmin in
the above equation1. The upper mass limit is Mmax ≈ 100 M�; a discussion of this
limit is given later. The IMF is approximately flat for small masses, but its exact
shape is still controversial (see e.g. Carpenter [240] and Luhman et al. [341] for
recent determinations in Orion for relatively small masses). The minimum mass of
luminous stars is slightly smaller than 0.1 M�. At still lower masses we find the
brown dwarfs with no thermonuclear reactions. Even in the very well studied case
of Orion the poorly known multiplicity of a large fraction of the stars, which seems
larger for more massive stars, causes a problem (Preibisch et al. [416]).

Observations at first glance seem to indicate variations in the initial mass function
from cluster to cluster. However, in the best-studied clusters like Orion (Plate 31;
Luhman et al. [341]) or the 30 Doradus cluster in the Large Magellanic Cloud (Plate
16; Massey & Hunter [350]), the initial mass function is compatible with the Salpeter
function. Differences have been suggested for the initial mass functions in clusters
and for the field stars, where the slope would be larger than for clusters (cf. references
in Scalo [455] and in Elmegreen [164]). But the interpretation of these differences
is not without problems, due to important systematic effects such as age effects,
centre-to-edge segregation in clusters, and a differential drift in clusters between
the massive, short-lived stars and the lower-mass, long-lived stars which might
overpopulate the field after having escaped from clusters or associations. Finally, it
is not certain that the observed differences between the luminosity functions of the
different stellar populations correspond to real differences in the IMFs, as discussed
in detail by Elmegreen [164].

The determination of the upper limit to the stellar masses that can form raises
a different problem. Here, the difficulty is due to the paucity of stars with large
masses, such that the probability of finding a massive star in a sample depends on

1 Scalo [455] comes to a somewhat different average initial mass function, with a slope of
1.7 between 1 and 10 M�; however, the difference with the Salpeter function that we use
here is not large.
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the size of the sample. The largest mass Mmax to be expected, statistically, is such
that, in this sample ∫ ∞

Mmax

n(M) dM = 1. (14.93)

For the standard mass function with slope −x, Mmax is related to the total mass
Mtot of the sample by

Mtot =
∫ ∞

Mmin

Mn(M) dM = xMx
max M1−x

min

x − 1
≈ 3 103

(
Mmax

100 M�

)1.35

M�. (14.94)

For Mmax = 100 M�, this already corresponds to the mass of a large star cluster.
For example, from such considerations we expect only one star with a mass

larger than 30 M� in the Orion nebula cluster. In fact the four most massive stars
in the cluster (the four Trapezium stars, see Plates 9 and 30) have masses of 45, 20,
17 and 7 M�. But in a large cluster like 30 Doradus, or at the scale of a complex
of more than 106 M� forming perhaps 3 × 105 M� of stars, we expect to see stars
much more massive than 100 M�, perhaps as massive as 300 M� in the latter case.
However, we know of no star more massive than about 100 M� (Heydari-Malayeri
[239]), except perhaps in 30 Doradus where the most massive stars might reach
120 M� and perhaps even 150 M� if they are not multiple stars (Massey & Hunter
[350]). This suggests the existence of a physical limit to the mass of stars. It has often
been assumed that this limit comes from the effects of the radiation pressure of the
protostar on dust grains, which would stop the accretion of matter. However, there is
no relation between the maximum mass of stars and metallicity, which determines
the dust/gas ratio. Also, there is no fundamental limit to the mass of a star at birth:
stars with masses higher than a few M� are all near the Eddington stability limit
at birth2, which probably causes an important mass loss after their formation, but
nothing appears able to stop the accumulation of gas when they form, especially if
this gas forms an accretion disk or if there is coalescence between several fragments.
Another mechanism therefore seems necessary to limit the mass of stars.

14.4.2 The Origin of the Initial Mass Function

The origin of the initial mass function has been discussed by many authors. It
certainly has some relationship to the mass function of the fragments inside molecular
clouds, the details of which are much discussed. Poorly answered or completely
unanswered questions are: how to define a fragment? Which fraction of the mass
of a fragment forms a star? What are the respective roles of fragmentation and of
possible coalescence between protostellar condensation nuclei? Does the formation
of the first stars inhibit or favor the formation of the next generation? What is the
role of the characteristic times of the different physical phenomena? etc.

2 No stability is possible for a star if the radiation pressure on the external layers cannot be
balanced by gravity, i.e., if the luminosity of the star is larger than the Eddington luminosity
LEddington � 3 × 104(M/M�)L� (see Binney & Merrifield [41] p. 255).
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It is not surprising that many different theories have been proposed to explain the
initial mass function. We will only briefly mention here a theory due to Elmegreen
([164], and papers cited therein) which starts from a fractal description of the inter-
stellar medium that we have mentioned at the beginning of Chap. 13. This theory
has interesting pedagogical aspects because it illustrates several phenomena which
probably take place during star formation.

The basic idea is that the initial mass function results from a random sampling, in
a fractal medium, of the masses of the fragments which will form stars, the collapse
of these fragments being triggered by some external effect, e.g., an increase in
pressure corresponding to the crossing of a shock wave. This triggering is discussed
in detail by Elmegreen [163]. It is not necessary to assume that the mass of each
fragment is entirely converted into stars, but only that statistically each fragment
produces stars according to the same mass distribution, with an upper mass limit
proportional to the fragment mass. This does not affect the slope of the IMF if it
is a power law, as observed. Evidence for the validity of this hypothesis is given
by Motte et al. [376] who find, from observations of the dust continuum emission
at 1.3 mm, that the distribution of fragments in the ρ Ophiuchi cloud is similar to
the stellar IMF (however, their suggestion that these fragments are directly related
to the protostellar fragments is controversial). The model assumes that a random
fragmentation mechanism in the fractal medium occurs between a lower mass limit,
which is related to the Jeans mass MJ in the molecular medium, and an upper mass
limit.

The stellar initial mass distribution is, however, expected to be somewhat different
from the mass distribution of the fragments because stars form more rapidly in
smaller fragments, which appear to be denser (see (13.2)), the free-fall time being
inversely proportional to the square root of density (14.81). There is also competition
between the different masses in the fractal hierarchy: when a given mass has formed
stars, the distribution of the remaining fragments masses is altered (Elmegreen
[162]). For the details, see Elmegreen [164].

Elmegreen [164] attributes the presence of a maximum mass to a time effect.
Since the low-mass stars form relatively rapidly, they use a fraction of the gas. It
may be that the fractal structure of the remaining gas is redistributed, perhaps due to
the turbulence created by the winds from the first stars, before the largest fragment
has time to form a very massive star. This fragment would then be cut into smaller
fragments and no extremely massive star could form.

All this is quite uncertain and we should not be surprised that different views
are presented by other authors. For example, Bonnell et al. [55] estimate that the
mass function directly resulting from star formation can be considerably modified in
a cluster through the accretion of the residual gas onto the very young stars. The mass
of stars in the centre of the cluster, where the gas density is larger, would then increase
more rapidly than that of stars in the outer regions. This would preferentially enrich
the initial mass function in massive stars in the centre of the cluster, in agreement
with observations.
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In this chapter we briefly describe the global time-dependent evolution of the different
components of interstellar matter and their mutual transformations. We only consider
what happens on time scales of millions or tens of million years. On longer time
scales, of the order of a billion years, the cycle interstellar matter → star formation
→ stellar nucleosynthesis → stellar winds and supernovae → interstellar medium
leads to a progressive decrease of the ratio (mass of the interstellar medium)/(mass of
stars) and to a progressive enrichment of the interstellar medium in heavy elements.
We are here in the domain of the evolution of galaxies, which is outside the scope of
this book, but for which a useful reference would be Pagel [394]. We will therefore
assume that the global properties of the Galaxy, and in particular those of the
interstellar medium, are constant for the time scales of interest to us.

We schematically distinguish four components of interstellar matter: an atomic
component distributed into a dense, cold “cloud” medium and a tenuous, warm
“intercloud” medium1, a molecular component, a warm ionized component with
a temperature close to 10 000 K (itself subdivided into dense H ii regions and a diffuse
ionized medium), and finally a hot ionized component with temperatures of the order
of 106 K. This is only schematic because the observational distinction, and even
the physical distinction, between these components is not always clear: this is the
case between the neutral and ionized, warm, low-density components, as discussed
Sect. 5.2. Also, where does circumstellar matter end and interstellar matter begin?
Interstellar dust grains add to the gas and also exhibit variations in time and space
in their composition and size distribution.

Our purpose is to summarize the interactions between these components and
to study their balance. This is a very ambitious goal because many parameters
which would allow a quantitative study are still poorly known, or are completely
unknown. As a consequence, the conclusions are provisional and often uncertain.
In this chapter, we will use either formation or destruction rates, expressed in yr−1,
or lifetimes which are the inverses of the rates, expressed in years. These quantities,
in principle, imply exponential time variations and correspond to changes in the
quantities by a factor e.

1 The relative importance of the cold and warm neutral media varies throughout the Galaxy;
in the internal regions, where the pressure is high, there is probably little warm neutral
medium and the low-density gas is mostly ionized. Conversely, the neutral gas is probably
mostly diffuse and warm in the external regions due to the low pressure.
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15.1 Atomic, Molecular and Warm Ionized Gas

Exchanges between the atomic gas, the molecular gas and the warm ionized gas
(the gas with a temperature of about 104 K, not the hot gas at ∼ 106 K which will
be discussed later) are dominated on the one hand by the dissociative and ionizing
effects of the UV radiation from hot stars, which are rather well known, and on
the other hand by recombination, condensation and molecule formation. The latter
processes are much more difficult to observe and to model.

15.1.1 Ionized Gas and Exchanges with the Neutral Gas

The simplest rate that can be estimated in the interstellar medium is that of the
creation of ionized gas from neutral gas. It is sufficient for this to make a census
of hot stars in a given volume and to write that the number of Lyman continuum
photons they emit per unit time ionizes as many atoms of hydrogen. This was done
for the few kpc around the Sun by Torres-Peimbert et al. [517], Abbott [2] and others.
During their census, Torres-Peimbert et al. found that only half of the ionizing O
stars are located inside classical H ii regions, the others are isolated in low-density
regions2. Taking into account the fact that the isolated O stars are mostly single while
many grouped O stars are in binary systems (Gies [197]), the real fraction of isolated
stars should probably be reduced to 30%. The latter contribute to the ionization of
the diffuse ionized phase described Sect. 5.2. It remains, however, to determine what
fraction of the Lyman continuum photons is actually used to ionize the gas, the rest
being absorbed by dust or escaping from the Galaxy.

In the Galaxy it is not possible to make a census of O stars beyond a few kpc,
due to interstellar extinction. For this reason, Smith et al. [477] used the inverse
procedure in which the distribution of ionized gas is determined quantitatively from
its thermal emission, then the distribution of O stars and the formation rate for
massive stars is inferred from the density of Lyman continuum photons. Once again,
it is necessary to know the fraction of those photons which actually ionize the gas,
a fraction that Smith et al. estimate to be of 50%. They obtain in this way a formation
rate of 4 M�/year for the Galaxy as a whole, neglecting the isolated O stars.

The Lyman continuum photons are only emitted by young, very hot stars with
masses larger than about 10 M� (the contribution of evolved objects like white
dwarfs or the nuclei of planetary nebulae is small). In order to derive from this the
star formation rate, i.e., the amount of interstellar matter converted into stars per
unit time, we need to know the IMF for newborn stars. Recent revisions of the star
formation rate with the standard IMF described Sect. 14.4 give a value of about
3 M�/yr for the Galaxy.

The ionization of classical H ii regions poses no problem. Conversely, that of the
diffuse ionized gas (Sect. 5.2) is not so obvious. Locally, the recombination rate for

2 Many of these ionizing stars are runaway stars which were ejected from binary systems
with high velocities following the explosion of the other component.
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this gas, for a 1 cm−2 section column perpendicular to the galactic plane (Reynolds
[434]), is

rG ≈ 4 × 106 I(b) sin |b| recombinations s−1 cm−2, (15.1)

where I(b) is the average intensity of the Hα line at galactic latitude |b|, expressed
in rayleighs (1 R = 106/4π photons cm−2 sr−1 s−1), a relation that can be de-
termined from the equations in Sect. 5.1. Observations lead to rG = 5 × 106 re-
combinations cm−2 s−1 (Domgörgen & Mathis [129]). Since each recombination
corresponds to one ionization, the ionization rate is equal to this quantity. It cor-
responds roughly to 30 − 50% of the Lyman continuum photon flux emitted by O
stars outside the classical H ii regions. Some of these photons are absorbed by the
edges of dense neutral clouds, some escape from the Galaxy and some are used
for ionizing the low-density medium. This problem was treated by Domgörgen &
Mathis in the framework of an inhomogeneous model of the interstellar medium.
Their conclusions are in agreement with those of Hoopes & Walterbos [247] in their
study of the galaxy M 33 (cf. Plate 10).

The recombination of the ionized gas is fast if the density is relatively large,
as in classical H ii regions. H ii regions do not survive for very long without their
ionizing stars, which end their life as supernovae after a rapid evolution through
a red supergiant and/or Wolf–Rayet phase. The resulting supernova remnants and
bubbles interfere with what remains of the H ii region. The diffuse ionized medium
survives for much longer once the ionization source disappears. With a density
ne = 0.03 cm−3, a temperature Te = 8 000 K and a recombination coefficient
α(2) = 2.5 × 10−13 cm3 s−1 (5.15), the recombination time is

trec = ne

n2
eα

(2)
= 4 × 106 yr. (15.2)

Nevertheless, this time is short with respect to most of the time scales of the
problem. On the other hand the diffuse gas is continuously re-ionized by new hot
stars, so that there is always a quantity of diffuse ionized gas in galactic disks.

The ionization of the gas produces a pressure increase with consequent dynamical
effects on the interstellar medium, these we examined in Sect. 12.3. However, these
effects are not very important compared to those of supernovae explosions and stellar
winds, except for the champagne effect which contributes to the formation of the
ionized phase and takes part in the destruction of molecular clouds.

15.1.2 Atomic Gas–Molecular Gas Exchanges

Molecular gas forms when the atomic gas is shielded from UV radiation, e.g. as
a result of gravitational condensation which increases the column densities, while
molecular clouds are destroyed by ionization, winds from massive stars and super-
nova explosions. We will first examine the gas condensation, in general, and the
formation of H i complexes and clouds, followed by the formation of molecular
clouds, and finally the destruction of the neutral structures.
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Gravitational Condensation of the Gas and the Formation of H i Structures

The stability and gravitational condensation of spherical interstellar clouds was
studied in Chap. 14.

The gravitational stability of an infinite plane or disk has been treated by Spitzer
[490], his Sect. 13.3.a, for the case without a magnetic field. For an isothermal
infinite gas layer with temperature T and density ρ(0) in the plane of symmetry,
instability occurs for perturbations with wavenumbers κ = 2π/λ < κcrit , with κcrit

such that

κ2
crit = 1

h2
= 2πGµmHρ(0)

kT
, (15.3)

where h is the scale height of the gas disk. Similarly, Spitzer showed that gravitational
instability appears (taking differential rotation into account) in a disk rotating with
the angular velocity ω when its density is such that

ρ > ρcrit � 3

2

ω2

4πG
. (15.4)

This equation can be applied to the vicinity of the Sun, where ρcrit � 5 ×
10−24 g cm−3, or nH � 2 atoms cm−3 (taking helium into account). These instabilities
occur on very large scales, comparable to the scale height of the disk as can be seen in
(15.3). Their mass is of the order of 106 M�. A more accurate criterion is the Toomre
criterion (Toomre [516]; Binney & Tremaine [40]) which predicts that a gaseous
disk with differential rotation is gravitationally stable if

Q = vrmsκe

πGσ
> 1, (15.5)

where vrms is the velocity dispersion of the random motions of the gas, κe is the
epicyclic frequency and σ the surface density of the gas. The epicyclic frequency is
such that

κ2
e = 2ω(R)

R

d

dR

[
R2ω(R)

]
, (15.6)

where ω(R) is the rotational angular velocity at the galactocentric radius R. κe is
between ω for a disk with keplerian rotation and 2ω for a disk with solid rotation.

Actually, the galactic disk is made of two “fluids”: the interstellar matter and the
stars, that are gravitationally coupled. This leads to a somewhat different stability
criterion (Jog & Solomon [266]; Elmegreen [160]). The growth time for the instabil-
ity is then of the order of vrms/(πGσ), i.e. some 5×107 years locally. Hydrodynamic
simulations like those of Wada & Norman [538] show that if the Toomre criterion is
useful in defining the global stability of a disk, this disk can be locally unstable even
if the Toomre criterion is met, so that condensations can arise and possibly lead to
star formation. This throws some doubt on the usefulness of this criterion as a star
formation criterion; it is however often used for this purpose.

The previous discussion neglected any magnetic field effects, despite their very
important role. Parker [397] showed the existence of a large-scale instability which



15.1 Atomic, Molecular and Warm Ionized Gas 357

can result in the condensation of large gas complexes. This Parker instability is
probably the dominating mechanism in the galactic disk. It is a variant of the
Rayleigh–Taylor instability, which arises in a disk supported against gravity by
the pressures of the gas, of the cosmic rays and of the magnetic fields. The equation
of hydrostatic equilibrium for the system is (2.2), the scale height is given by (2.5).
The field lines of the ordered component of the galactic magnetic fields are parallel
to the galactic plane, and the instability results from the fact that the gas is forced, by
gravity, to slip along any irregularity in the magnetic field for which the field lines are
closer to the symmetry plane (Fig. 15.1). The rising parts of the field lines are then
unloaded, allowing them to blow further out. The gas condensations resulting from
this instability have sizes similar to the scale height of the disk and are separated
from each order by a distance of the same order, as in the case of a gravitational
instability. The Parker instability corresponds to an effective increase in gravity in
the Jeans instability criterion, which reinforces the tendency of the medium towards
inhomogeneity.

Whatever the exact mechanism, the formation of these large structures takes
place in a time comparable to the free-fall time, which is of the order of 4 × 107 yr
for the mean density of the disk, 1 atom cm−3 (14.81).

Fig. 15.1. Scheme illustrating the Parker instability. The system of conducting gas + magnetic
field experiences an instability which deforms the lines of force perpendicularly to the galactic
plane. The gas slips along these lines of force through the effect of gravity and accumulates
near the plane of symmetry, while the pressure of cosmic rays inflates the other regions.
Reproduced from Parker [397], with the permission of the AAS.

There are different reasons for the gravitational and Parker instabilities to be
more efficient inside spiral arms than between them: the density is larger in the
arms (nH ≥ 10 cm−3) and the characteristic time is shorter (< 107 years), less than
the crossing time for the gas to traverse a spiral arm. The magnetic fields might be
larger (a somewhat controversial point), which would enhance the loss of the angular
momentum of the complexes and thus favor their contraction. This was studied by
Elmegreen, who showed that the instability produces complexes of the order of 107

M� separated by roughly three times the width of the arm, as is observed.
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The formation of smaller structures from these large complexes is a poorly un-
derstood phenomenon. A possible, non-gravitational mechanism for dynamically
condensing a tenuous medium into denser clouds in the presence of magnetic fields
is described by Hennebelle & Pérault [230]. On the other hand, we saw in Chap. 14
that the gravitational fragmentation of a cloud is natural as long as it stays cold,
because at constant temperature and macroscopic velocities the Jeans mass (14.14)
decreases with increasing density. This property remains valid in the presence of
magnetic fields but is affected by turbulence (Sect. 14.1). The density being larger
in the fragments, their free-fall time is smaller than that of the initial cloud if they
are self-gravitating (14.81). However, while fragmentation can play a role, it is
likely that the mechanical action of supernovae, and to a lesser extent that of stellar
winds, is more important. We expect that the gas layers accumulated behind the
shocks, in particular around the large bubbles, cool by radiation and form “clouds”,
or rather layers or filaments, that have colder temperatures if they are denser. Some
of these structures will be self-gravitating, others not, and the whole ensemble is
likely to be turbulent. We also expect that the condensations tend to merge into more
massive structures, which will either collapse or be fragmented and destroyed. The
direct compression of a low-density gas or the effects of turbulence and magnetic
fields could also temporarily form stable clouds (for a review see Elmegreen [158]).
A recent numerical study of these processes, applied to the conditions in the Large
Magellanic Cloud, was undertaken by Wada et al. [539]. This work showed that
thermal and gravitational instabilities in the gas, triggered by the mechanical pertur-
bations, lead to the formation of cavities, filaments and condensations, resembling
the structures observed in H i, including large bubbles.

Formation and Destruction of Giant Molecular Clouds

Giant molecular clouds form in a natural way during contraction of H i clouds
when the density is sufficiently high for the efficient formation of H2 on grains and
the column density large enough to shield it from UV radiation. Other processes
than the collapse of isolated clouds can also contribute and are probably more
efficient. Inelastic collisions between H i clouds lead to a decrease in their bulk
random velocities and ease the gravitational collapse over wide size scales. These
collisions have been studied by many authors, for example Chièze & Lazareff [94]
and more recently Chièze et al. [98]. If there is no magnetic field, the trend is towards
fragmentation. However, magnetic fields tend to reinforce coalescence because the
field lines of the two clouds mix and interconnect (Falgarone & Puget [170], Clifford
& Elmegreen [102]). Also, clouds can grow by accretion, in particular in shocks.
Finally, Elmegreen [157] concludes that cloud complexes with masses between 102

and 107 M� can form and collapse to the typical densities of molecular clouds
within a characteristic time equivalent to a few times the characteristic collision time
between the initial substructures.

These phenomena are faster in the spiral arms of galaxies because the density
is higher. It is possible to explain, in terms of the coalescence of smaller structures,
why giant molecular clouds are more numerous in the arms (Casoli & Combes [79]).
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We saw that magnetic fields are necessary for this process to be efficient. For the
corresponding calculation, see Elmegreen [156] Sect. 3.2.1.

The destruction of molecular clouds occurs with the formation of massive stars,
in particular during the champagne phase (Sect. 12.3). They become partially ionized
and fragmented. The lifetime of molecular clouds that have formed massive stars
can be empirically determined by investigating the time after which the associations
and star clusters no longer emit CO lines. Leisawitz et al. [314] in this way find
a destruction time of about 3 × 107 years. However, not all molecular clouds form
massive stars. In this case their lifetime can certainly be much longer.

Quantitatively, the cycling of the gas through the molecular phase is a very
important phenomenon. Franco et al. [188] show that stars formed with the standard
IMF in a molecular cloud ionize, on the average, a mass of gas equal to 25 times their
own mass (the rest of the cloud is fragmented and dispersed). With a star formation
rate of 3 M�/year in the Galaxy, the ionization rate is thus 75 M�/year, implying
that the interstellar medium with a total mass of about 4 × 109 M� is, on average,
ionized once every 5×107 years. If there is as much dispersed mass as ionized mass,
the cycling time is reduced by a factor 2. The ionized gas from classical H ii regions
is probably a major source for the diffuse ionized medium (Larson [301]). The
recombination of the latter can produce the warm neutral medium, but this medium
can also be formed by the heating and evaporation of denser neutral clouds (Wolfire et
al. [555]). Finally, the non-ionized but photodissociated fragments of the molecular
clouds are expected to be a major source of H i clouds at various temperatures.
According to Larson [301] the diffuse ionized gas coming from the ionization
of molecular clouds by newly-formed stars, whose thickness perpendicular to the
galactic plane is larger than that of the neutral gas due to the champagne effect,
should fall back towards the plane with a velocity of a few tens of km s−1, while at
the same time undergoing recombination and cooling. This appears to be observed
in the 21-cm line (see Plate 2) and the observations are not inconsistent with the
expected flux, which is of the order of several tens of M�/year for the galactic disk
as a whole (see above).

To conclude this section, let us emphasize that the characteristic time for the
formation and collapse of the kpc-size interstellar complexes, which is longer than the
time scales for all the phenomena that follow this collapse (fragmentation, formation
of molecular clouds, star formation and evolution of supernova remnants) is not very
different from the time for the destruction of molecular clouds. This implies that the
masses of the two phases cannot be very different. In fact, observations show that the
total mass of CO-line emitting molecular clouds in the Galaxy is about one quarter
of the total mass of the interstellar medium (Table 1.1) indicating that, averaged
over the Galaxy, the first time scale might be somewhat longer than the second one.
However, the uncertainties are so large that we do not consider it useful to elaborate
on this point further.
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15.2 Hot Gas and the Galactic Fountain

A large fraction of the interstellar medium is filled with hot (∼ 105−6 K, very low-
density gas (see Sect. 5.3). We recall that the existence of this gas was predicted by
Spitzer [486] in order to produce a pressure P such that P/k ≈ 2 000 cm−3 K, which
seemed to be necessary to confine those H i clouds which are not self-gravitating.
The warm (∼ 104 K), diffuse ionized gas, with P/k ≈ 0.03 × 8 000 = 240 cm−3 K,
even if uniform, would be insufficient for this purpose3. We will now discuss the
formation and evolution of the hot gas. Our knowledge of this gas is still incomplete
in spite of a large amount of work. However, the situation is changing thanks to
observations with the FUSE satellite. An excellent review on this subject is given by
Spitzer [491]; see also Spitzer [492].

The hot gas originates in supernova remnants and large bubbles. We explained
Sect. 12.1 how it is heated by the shock during the adiabatic phase of the supernova
remnants. This gas encounters and engulfs dense regions which it compresses,
heats by compression but mostly by thermal conduction, and possibly evaporates or
destroys (Sect. 12.1). It eventually spreads out over large distances from the galactic
plane, forming a halo from which it can either escape or fall back to the plane after
cooling and condensation. In fact, all these phenomena overlap so much that they
are not easy to separate, making the study particularly difficult.

The fact that magnetic fields reduce thermal conduction introduces major un-
certainties into the nature of the final isothermal phase of the supernova remnant
evolution. This effect is assumed to be very small in the three-component model
of the interstellar medium of McKee & Ostriker [359]. In this model evaporation
increases the mass of the hot gas, which occupies a considerable fraction of the
interstellar medium. If, conversely, conduction is not efficient, then this fraction is
reduced. The reduction is even larger if magnetic fields play a major role in the
isothermal phase of supernova remnants: it decreases the compression by the shock,
which results in a smaller compression of the engulfed neutral interstellar medium.
This neutral medium then fills a larger part of the volume of the remnant, accordingly
reducing the fraction of volume occupied by the hot gas. It would seem possible to
observe these effects by observationally determining the fraction of the volume of
the galactic disk filled by the hot gas. Unfortunately this determination is as uncer-
tain as the predictions of the theory. Furthermore, the respective contributions of the
individual supernova remnants and of the large bubbles are poorly known. Ferrière
[178] considers that bubbles dominate and estimates a filling factor for the hot gas
of the order of 30% in the galactic plane.

In any case, conductive evaporating envelopes should contain multi-charged
ions such as O vi, N v, C iv and Si iv, which produce absorption lines in the far-UV.
Observations of some of these lines with the FUSE satellite (Sembach et al. [465])
show that such envelopes exist around the high-velocity H i clouds, which are at
large distances from the galactic plane. It is possible to calculate the column density

3 Recent observations seem to suggest a smaller filling factor for this medium and a density
closer to 0.1 cm−3, but this would still be insufficient.
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of these ions in an envelope, where they are not in ionization equilibrium (Ballet
et al. [17]; cf. Figs. 5.11 and 5.12 for the differences between the results of models
with and without ionization equilibrium). Calculations with zero magnetic fields
give column densities far larger than the observed ones, indicating once more that
magnetic fields are probably present and lead to a reduction of the conduction, and
hence evaporation. The agreement is much better for models with magnetic fields
(Borskowski et al. [56]). Another suggestion that can explain these moderately hot
envelopes is turbulent mixing between the surrounding hot gas and the cold or warm
gas observed in the 21-cm line (Slavin et al. [476]). They could even be the cooling
fossils of hot structures from the time of formation of the Galaxy (Cen & Ostriker
[81]).

The hot gas coming from supernova remnants, and above all from large bubbles,
can rise to large heights above the galactic plane, forming chimneys (Sect. 12.2,
Plate 32 and Fig. 12.1). This gas can either escape from the Galaxy, forming a wind
which has been observed in some external galaxies seen edge-on (see e.g. Dahlem
et al. [110]), or cool down and condense into clouds which will later fall back
onto the galactic plane, producing a galactic fountain (Fig. 15.2, Bregman [67]).
The corresponding physics contain two characteristic time scales. The first one is
the characteristic time τs for the hot gas coming from the disk to reach pressure
equilibrium with the ambient medium, which is roughly the time taken for sound
waves to cross the scale height h of the halo4 with the adiabatic velocity cs

τs ≈ h/cs ≈ 2.8 × 107(T/106K)1/2 year, (15.7)

assuming that the temperatures of the gas of the bubble and the halo are approx-
imately the same. The other characteristic time scale of interest is the radiative
cooling time for the hot gas τc, which is given by

τc = 3nkT

2Λ(T)
≈ 2.4 108

( n

10−3 cm−3

)−1
(

T

106 K

)
year, (15.8)

for temperatures close to 106 K, where Λ(T) is the non-equilibrium cooling function
(Λ(T) is considerably larger at temperatures lower than 5 × 105 K: see Fig. 1 of
Houck & Bregman [249], which actually gives Λ/n2 with the definition of Λ of
Chap. 8). If τc � τs the gas cools before reaching the distance from the plane
where it would have been in equilibrium, forms cold clouds and falls back onto the
galactic plane. If τc � τs the gas sets in hydrostatic equilibrium before cooling, and
contributes to the halo. If chimneys have been opened, due to the expansion of large
bubbles, the gas spreads out directly into the halo with a velocity of the order of the
sound velocity in the hot gas, and can possibly escape from the Galaxy (cf. Norman
& Ikeuchi [386]).

4 The scale height for the hot halo gas is approximately given by (2.5) in which we take
α = β = 0, and 〈v2

z 〉 as the r.m.s. velocity of protons at the temperature T of the hot gas.
For T = 106 K, h ≈ 6 kpc. This is considerably more than the scale heights measured
with FUSE for different multicharged ions, see Sect. 5.4.2.
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Fig. 15.2. The galactic fountain. The hot gas from the galactic disk rises into the halo (dotted
lines with arrow). The solid line and the dashed line illustrate the cycle during which the gas
ascends towards the outer part of the Galaxy before condensating through thermal instability.
It forms ionized, and then neutral clouds which fall back onto the plane, not far from their
original radius. From Bregman [67], with the permission of the AAS.

The dynamical calculations of Houck & Bregman [249] predict that for a model
in relatively good agreement with observations, with a hot gas at T0 = 3 105 K
and n0 = 10−3 cm−3 in the galactic plane, clouds condense at about 1.5 kpc
above the plane. Their ascending velocity is still about 30 km s−1. Then they have
an approximatively ballistic trajectory (i.e., viscous braking by the ambient gas is
negligible). They keep rising, stop and then fall back reaching a velocity of some
-100 km s−1 near the galactic plane. Then, they are decelerated by the viscosity of
the interstellar medium, however their dynamical effect is negligible with respect
to that of supernova remnants. Recombination occurs during these motions. Such
a velocity field for the atomic gas is suggested by 21-cm observations at high galactic
latitudes (Plate 3) and by observations of the interstellar absorption lines in front of
halo stars, thus giving some support for the galactic fountain model.

The galactic fountain is an important source for the recycling of the interstellar
gas. In the model of Houck & Bregman, the flux of gas on either side of the galactic
plane is of the order of 0.2 M�/year, 0.4 M�/year in total, to be compared to the
formation rate of stars of about 3 M�/year. If we accept the idea of a hot halo
extending to several kpc above the galactic plane, whose radiative cooling would
locally be compensated for by the energy of Type Ia supernovae, some parts of the
halo must experience thermal instabilities and fall back onto the galactic plane. In the
halo, the mixing of gas coming from different parts of the disk, and its subsequent
redistribution, might smooth out the radial abundance gradient of elements in the
galactic disk. However, we do not understand these phenomena well enough to
be able to give credible numerical values and to draw firm conclusions about the
evolution of the Galaxy. A further complication comes from the discovery of neutral
gas extending to a scale height as high as 4.4 kpc and which might be in hydrostatic
equilibrium (Kalberla et al. [276]). Moreover, gas may be infalling from intergalactic
space, leading to the idea that the Galaxy is an open system.



15.3 Gas–Dust Exchange 363

15.3 Gas–Dust Exchange

Interstellar dust grains are subject to constructive or destructive processes in which
matter is exchanged with the gas. Constructive processes are the nucleation, the
condensation of volatile molecules, the accretion of atoms and grain coagulation.
They generally occur in dense neutral regions, mainly in circumstellar envelopes,
which are not discussed in this book, and in molecular clouds. Of course, the
coagulation of grains leads to a change in their size distribution, but without exchange
with the gas. It was studied in detail by Dominik & Tielens [128]. Destructive
processes are the sputtering by the impact of ions or atoms at relatively high energies,
and the shattering and vaporization in grain–grain collisions. They mainly occur
in the diffuse medium where the effects of supernova shocks and stellar winds
dominate. We saw in Sect. 13.3 that turbulence can favor, in important but poorly
known ways, the collisions between small grains. Below some relative velocity,
collisions between grains tend to produce coagulation, and above this velocity they
tend to produce shattering or even vaporization. Sputtering and vaporisation return
to the gas a part of the mass of the grains, while the other processes only change
their size distribution.

There are many studies of the physics of these processes. Observations show
that they are efficient. The important variations in the heavy element abundances
in the gas from one line of sight to another (Sect. 4.1 and Table 4.2) show that
grain sputtering or vaporization are important in the diffuse interstellar medium and
return a large part of the dust mass to the gas. We saw in Sect. 7.4 that ice mantles
form on grains in the depths of molecular clouds. These mantles are destroyed
when molecular clouds are disrupted, either through thermal evaporation, or through
photodesorption (the ejection of a molecule that is electronically excited by the
absorption of a UV photon), or through the sudden dissipation of accumulated
chemical energy (cf. Sect. 9.2). We also described, in Sect. 11.3, some observations
which show that shocks can partly or entirely destroy the grains, returning matter
to the gas. However, it is not easy to make a quantitative estimate, and there are
controversial points.

Theoretical studies of dust destruction in shocks lead to lifetimes of about
106 years for volatile materials like ice, whose binding energy is Eb � 0.5 eV,
and of the order of 5×108 years for refractory materials such as silicates or graphite,
for which Eb � 5 eV (Jones et al. [269], [270]). The short lifetime of volatile materi-
als does not raise great difficulties because these materials recondense rapidly inside
molecular clouds whose lifetimes are of the order of several 107 years. However, the
refractory materials raise a problem that we will now examine.

Refractory dust grains form in the envelopes of cold, evolved stars, and also in
novae and supernovae. For quantitative estimates of the production rates of these
different sources, see Table 4 in Boulanger et al. [63]. The dust formation rate in
the Galaxy can be estimated if the density and mass loss rate of the producers is
known. From this table, it is between 8 × 10−6 and 3 × 10−5 M� kpc−2 yr−1, or
roughly 6 × 10−3 M� yr−1 for the whole Galaxy. The large uncertainty is due to
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our poor knowledge of the dust production by supernovae5. The mass of the dust
being approximately 5 × 107 M�, the characteristic injection time for dust is of the
order of 3 × 109 years. Even if this number is uncertain, it is definitely larger than
the lifetime of grain refractory materials in the interstellar medium. This implies
that dust has to be re-formed in situ in the interstellar medium. It does not seem
possible to escape this problem despite the large uncertainties on the formation time
and on the lifetime of the dust. The way this re-formation occurs is not understood
in detail. Greenberg [209] suggested that the ices in volatile grain mantles can be
photolysed by UV photons, producing a refractory organic mantle on the grains. This
might perhaps explain the formation of carbonaceous grains from CH4 and other
interstellar molecules containing carbon, but not the formation of silicate grains. It
is of interest to tackle the problem in a purely empirical way, based on the observed
abundance deficiencies in the interstellar medium. This was done by Tielens [514]
and by Jones [271]. Let us give an outline of the study by Tielens.

Assuming that dust is destroyed in the diffuse medium and re-formed in the
dense medium, it is sufficient to consider two ISM phases, forgetting the ice man-
tles: a dense “cloud” phase (atomic or molecular) and an “intercloud” phase, with
respective masses Mc and Mi . These phases transform into each other with respective
rates k1 and k2 such that

Mi

Mc
≈ k2

k1
� 0.1 in the galactic plane, (15.9)

neglecting the matter which goes into star formation and that injected by the stars at
the end of their life. To a first approximation, it is legitimate to neglect the formation
of dust in stars, due to the very long time scale for this process. Assuming steady-
state, we can also neglect dust destruction during star formation. Grains are destroyed
by shocks in the intercloud medium with a rate k3, and accrete atoms or molecules
in the cloud medium with a rate k4. Calling δi and δc the respective depletions in the
intercloud medium and in the clouds, i.e., the fraction of heavy elements in grains,
we have

dδc

dt
≈ −k2δc + k4(1 − δc) + k1δi

Mi

Mc
, and (15.10)

dδi

dt
≈ −(k1 + k3)δi + k2δc

Mc

Mi
. (15.11)

In steady-state, and taking (15.9) into account, this yields

δc

1 − δc
= k4

k2

(
1 + k1

k3

)
, (15.12)

δc

δi
= 1 + k3

k1
. (15.13)

5 Dust formation is proven only in the case of Cassiopeia A with about 10−3 M�of dust
formed (Douvion et al. [130], [131]).
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Cloud destruction occurs on a time scale of about 3 × 107 years, hence k2 =
3×10−8 yr−1, and k1 = 3×10−7 yr−1. The destruction rate of grains in the intercloud
medium is estimated from theory to be k3 = 2×10−8 yr−1: this is 10 times the rate of
1/(5×108 yr) that we gave earlier, which is relative to the entire interstellar medium.
The accretion rate k4 in the clouds can now be estimated from measurements of the
depletions in the intercloud medium. However, the ratio between the depletions in
the clouds and in the intercloud medium differs from element to element. Equation
(15.13) gives, from these depletions, values for k3/k1 equal to 0.5±0.1, 0.14±0.04
and 0.06±0.003, respectively, for Si, Mg and Fe. The corresponding values of k4/k1

are 0.6 ± 0.1, 0.3 ± 0.2 and 0.8 ± 0.1, respectively, not significatively different from
one another. We are thus lead to believe that silicon is less resilient to shocks than
magnesium, itself less resilient than iron. The fact that silicon is not very resilient is
confirmed by the large abundances of gaseous Si and SiO in shocks (see Sect. 11.3).
Unfortunately there are currently no similar data for Mg and Fe. It is interesting to
note that the value of k3 for Fe is close to that predicted by theory for refractory
materials. This shows that Si and to a lesser extent Mg are not as refractory as Fe,
and are therefore expected to exist as mantles deposited on pre-existing grains in
the clouds. The depletion of carbon in the diffuse medium is not accurately known,
it is thus not possible to say to what extent carbonaceous grains are affected by the
destruction/re-formation processes.

It is of interest to compare the accretion rate k4 ≈ 0.6 k1 ≈ 2 × 10−7 yr−1 that
was empirically determined above with a theoretical estimate. The average time for
atoms with density ni in the interstellar medium to stick on a grain with radius a is
(cf. (9.17))

tacc = (Sπa2ni〈v〉)−1, (15.14)

where S is a sticking probability and 〈v〉 is the mean thermal velocity of the atoms.
Taking ni = 10−5 – 10−4 nH for abundant atoms, 〈v〉 = 1 km s−1, S = 1 and
〈πa2〉 = 1.1 × 10−21 cm2 per H atom for an MRN size distribution (7.7) we find

tacc ≈ 3 × 109n−1
H year, (15.15)

hence a rate of 3 × 10−10nH yr−1. Accretion occurs mostly in molecular clouds.
Letting f be the fraction of the interstellar mass in molecular clouds, the comparison
of this rate with the empirical rate implies 3×10−10 fnH ≈ 2×10−7. With f ≈ 0.25
the required density of molecular hydrogen in molecular clouds would be 1 400 cm−3,
a reasonable number. The empirical accretion rate thus causes no real problem.

15.4 Evolution of Interstellar Dust

We have just approached this topic in the preceding section. Here, we bring some
details on the nature of dust as encountered in circumstellar envelopes, in the in-
terstellar medium, in protostellar environments and in the Solar system. This is
presently a very active research field thanks to results obtained with the ISO satellite
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and to progress on the laboratory studies of meteorites. Most of this section is in-
spired by the reviews of Boulanger et al. [63], Jones [272] and Lequeux [319] where
the most useful references will be found.

15.4.1 Dust in Circumstellar Envelopes and Planetary Nebulae

The spectra of the envelopes of intermediate-mass stars (approximately 1.5 – 8 M�)
at the end of their evolution on the asymptotic giant branch (AGB) show that some
are oxygen-rich (O/C> 1) and others, the carbon stars, are carbon-rich (C/O> 1).
The chemistry is very different in the two types of envelopes. C and O combine
preferentially with each other to form CO, so that the O-rich sources contain free
oxygen but no free carbon, and in the C-rich sources the opposite situation holds.
The spectra of oxygen-rich stars exhibit the characteristic bands of amorphous
silicates at 9.7 and 18 µm, and also numerous narrower bands of crystalline silicates.
Grains of amorphous and crystalline silicates are thus formed in their envelopes.
The spectra of carbon stars do not exhibit the aromatic bands discussed in Sect. 7.2,
but only a moderately broad band at 11.3 µm due to SiC grains, with perhaps
some contribution of amorphous hydrogenated carbon grains. The band at 3.4 µm
characteristic of amorphous hydrogenated carbon is indeed seen in a few envelopes.
A broad band at 30 µm is probably due to MgS.6 We also expect that carbon stars
produce iron grains but there is no spectroscopic signature of iron in the infrared,
thus no possibility for a check, as indeed the case for all metals.

The next step in the evolution of some of these stars is the proto-planetary
nebula stage, in which the material of the circumstellar envelope detaches from the
star which is still cold. It is followed by the planetary nebula stage, where the central
star has become very hot and ionizes the surrounding ejected matter, except for very
dense condensations which remain neutral. The bands of amorphous and crystalline
silicates remain visible in the spectra of oxygen-rich objects7. Spectacular changes
occur in the infrared spectra of carbon-rich objects. We first observe a spectrum
very similar to that of amorphous, but partly aromatic hydrogenated carbon, or
to that of natural coals. Thereafter the aromatic infrared bands (the AIBs) appear,
which are quite intense in the spectra of young carbon-rich planetary nebulae such as
NGC 7027. However, more evolved planetary nebulae such as the Helix nebula do not
show these bands anymore, probably because their carriers have been destroyed by
the strong UV radiation of the central star. Planetary nebulae are therefore probably
not the places where the carriers of the aromatic infrared bands are formed.

Novae and supernovae, as well as some Wolf–Rayet stars, also produce silicates
and/or carbonaceous grains, but their contributions to interstellar dust are quite
uncertain.

6 Another strong band near 21 µm cannot be due to TiC as often assumed : see Li [324].
7 Some proto-planetary nebulae such as the famous Red rectangle HD 44179 simultaneously

exhibit silicate bands and the bands of carbonaceous materials, showing that the surface
composition of the star changed during its evolution and that we are observing ejecta
produced at different epochs.
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15.4.2 Dust in the Interstellar Medium

The nature of interstellar grains was discussed in Chap. 7 and in the preceding
section. We expect that grains formed around stars at the end of their lives, as just
mentioned, comprise only a small fraction of interstellar grains. They can perhaps
form condensation nuclei. It is interesting to mention that there is evidence for
the transformation of grains in different interstellar environments. We have already
mentioned in Sect. 11.3 and 15.3 the release of silicon from grains in shocks. As
far as silicates are concerned, we observe the disappearance of the spectral features
of crystalline silicates in mid-IR absorption spectra such as that of Fig. 7.18. It is
possible that shocks and the impact of cosmic rays play a role in the amorphisation
of silicates, but clearly those which re-form on the grains must be amorphous. This
is natural because the crystallisation of silicates requires temperatures higher than
1 000 K for many hours. In some H ii regions, however, we observe the reappearance
of crystalline silicates, which can be explained by the heating of grains by the intense
radiation of the exciting stars.

Carbon grains also experience transformations in the interstellar medium. There
is evidence for production of the AIB carriers (probably PAHs) from grains of
hydrogenated amorphous carbon which mostly emit a continuum in the mid-infrared.
This could occur in photodissociation regions (Cesarsky et al. [87]). Conversely,
these carriers are definitely destroyed in an intense UV radiation field. They can also
condense on other grains or agglomerate among themselves, the latter processes
probably being reversible. The important spatial variations in the infrared colours of
the cirrus clouds, which are illustrated in Plates 19 and 21, are produced by these
phenomena. Condensation onto the grains and coalescence between small grains are
probably the reasons for the spectacular decrease of the intensity in the aromatic
bands in regions where the (big) grains are colder than average, due to an increase
in their size through condensation or coalescence. This increase in the size of the
grains, together with the disappearance of the smaller grains, is necessary in order
to explain the observed variations in the UV extinction law (Fig. 7.3) and in the
R = AV /E(B − V) ratio in molecular clouds. The formation of ice mantles is
insufficient to account for these observations. A particularly surprising observation
is that of the considerable differences between the mid-IR interstellar spectra of
the Andromeda galaxy M 31 and galactic spectra (Cesarsky et al. [85], Pagani et
al. [393]). In M 31, the 11.3 µm band is extremely strong with respect to the other
AIBs. It is difficult to interpret this observation.

Close to compact or ultracompact H ii regions, which surround very young, mas-
sive stars, the very small carbonaceous grains undergo various transformations that
are obviously related to the very strong UV radiation field. These transformations
are evidenced by considerable variations in the infrared spectra that are still not
well understood. The disappearance of the classical carriers of the AIBs due to pho-
todestruction allows us to see other bands which are probably due to more resilient
grains of amorphous carbon, which are also responsible for a strong continuum.
These grains might be widespread in the interstellar medium. To complicate the
situation even more, let us recall the presence of the 3.4 µm band of hydrogenated
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aliphatic carbon that is seen in absorption towards the Galactic centre. The carrier
of this band is a grain component that appears to exist only in the diffuse interstellar
medium and not in molecular clouds.

15.4.3 Dust Around Protostars and in the Solar System

Mid-infrared observations of protostellar disks with ISO yielded surprising results.
The spectra are dominated by the emission of silicates, and the crystalline sili-
cates have reappeared, implying that the interstellar grains have been annealed at
temperatures higher than 1 000 K.

The infrared spectra of Solar-system comets are very similar. Comets are be-
lieved to be formed from pristine material which has not experienced important
modification during the 4.6 × 109 years of existence of the Solar system. Their
spectra also show the aliphatic hydrogenated carbon band at 3.4 µm, as well as the
3.3 µm aromatic band, both of which are encountered in the interstellar medium.
Grains probably coming from comets have been collected in the Earth’s atmosphere
by U2 aircrafts flying at altitudes of some 20 km. The collected mass is very small,
but it has already allowed a detailed mineralogical study that shows the presence of
amorphous and crystalline silicates.

Meteorites are other remnants of the primitive Solar system, which have however
experienced more violent phenomena than comets. The smallest meteorites (microm-
eteorites) can be collected from on or inside arctic and antarctic ices. Large masses
of meteoritic material are available for investigation, and rare components can be
extracted in sufficient quantity for detailed analyses. The methods of mineralogical,
elemental and isotopic analyses applied to meteorites have reached a considerable
degree of sophistication. However, fragile silicate materials that were in any case
modified before the meteorites fell to the Earth are lost for the analysis in the sepa-
ration of the various meteoritic components. Carbon grains which are undoubtly of
interstellar origin, given their elemental and isotopic composition, have been isolated
in some meteorites called the carbonaceous chondrites (for reviews see Anders &
Zinner [4] and Hoppe & Zinner [248]). The most abundant by far of these grains
are diamond nanoparticles. There are also grains of SiC, some of which are very big
(10 µm or more). The analysis of these big grains shows that they come from AGB
stars, a small part also coming from supernovae. Graphite grains are also found,
with similar origins. Some have a TiC core. These big grains are the rare ones that
have never been exposed to the destructive effect of interstellar shocks or turbulence
intermittency, and which come directly from their sources without modification.
Unfortunately, it is not possible to determine what proportion of the grains have
never been modified by interstellar processes.

Interstellar grains directly penetrate the Solar system. The direction of arrival
(apex) for the very big grains is similar to that of the neutral H and He atoms, which
also enter the solar system and are not affected by the magnetic field. Their direction
and mass distribution have been measured by the ULYSSES and GALILEO space
probes. Similar measurements have also be performed using radar reflection from the
ionized gas produced by these grains along their trajectories when they penetrate the
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Earth’s atmosphere. The mass (or size) spectrum of these grains was measured from
0.1 to 1 µm and connects well with the extrapolation of the MRN size distribution
(7.7) (Frisch et al. [190]), a confirmation of their interstellar origin. It should be
emphasized that grains that big are very difficult to detect in the interstellar medium
through extinction or emission measurements. This will perhaps be possible through
X-ray scattering observations (Sect. 7.1). These are the same rare grains found
imbedded in meteorites.



A Designation of the Most Used Symbols

Where necessary, the number of the chapter where this designation can be found is
indicated in parentheses.

a radius recombination coefficient (5, 12)
a0 atomic unit (0,529 Å)
A extinction (1, 7, 9, 10, 13, 14) spontaneous emission

probability (3, 4, 5, 8, 9)
Au,l etc. spontaneous emission probability
A atomic mass number
b galactic latitude line broadening coefficient (4)
bn coefficient of departure from LTE
B magnetic field or induction
Bu,l etc. coefficients of absorption or

of stimulated emission
Bν blackbody brightness
c velocity of light
cs adiabatic sound velocity
cS isothermal sound velocity
C heat capacity (7) specific heat
Cul etc. coefficients of collisional

excitation or de-excitation
d distance element depletion (8)
D binding energy (9) diffusion coefficient (12)

fractal dimension (13)
e elementary charge
E energy
Ea activation energy
En energy per nucleon
E(B − V), etc. color excess
f fraction oscillator strength (4)
F hyperfine quantum number (3)
g phase function (7)
G constant of gravitation
h Planck constant scale height
H hamiltonian (4) photoelectric heating rate (8)
i index
I radiation intensity (2, 3, 15) moment of inertia
Iν radiation intensity
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I spectral power
j index
j(ν) emissivity (per steradian)
J rotational quantum number ionizing flux (12)
J emission or accretion rate matter flux (11, 12)

electron flux
k index Boltzmann constant

wavenumber (2π/λ) reaction rate (9, 15)
K force (1) quantum number (4)
l index (lower energy level) galactic longitude (1)

turbulence scale (13) length
L length grammage (6,12)

turbulence scale (13)
m mass apparent magnitude (1,6)
mr reduced mass
M mass absolute magnitude (1)
MJ Jeans mass
n index (energy level) number density
N column density
N radiative transition rate (5) number of particles (6, 7)
p impact parameter momentum (12)
P pressure
P momentum flux
q electric charge
Q partition function
Qa, Qs , Qe absorption, scattering, extinction

efficiencies
r distance, radius index (ionization degree)
R distance, radius Rydberg constant (5)
Re Reynolds number
RS Strömgren radius
s length
S ionizing flux of a star entropy (8)
Sν source function
t time
T temperature
T kinetic energy
u index (upper energy level) energy density

internal energy (11, 12, 14)
U ionizing power of a star (5) velocity (11, 12)
v velocity vibration quantum number (4)
vA Alfvén velocity
V volume electric potential (4)
w enthalpy
W equivalent width (4) line intensity (6)
W energy flux
x coordinate fractional ionization
X coordinate (4) conversion factor CO→H2
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y coordinate
Y coordinate (4)
z coordinate electric charge number (6, 12)
Z coordinate (4) electric charge number
α right ascension (1) polarisability (6, 9)

index (11) accomodation coefficient (8)
recombination coefficient (5, 12, 15)

β escape probability (3, 8) v/c (6, 8, 11)
index (11)

γ damping coefficient (4) continuous emission coefficient (5)
Lorentz factor 1/

√
1 − v2/c2 (6, 8) CP/CV (11, 12, 14)

braking coefficient (14)
Γ rate of energy gain per cm3

δ declination (1) Kronecker symbol
ε emissivity heating efficiency (8)

energy (12) rate of energy transfer (13)
ζ cosmic ray ionization rate
η efficiency (3, 12)
θ angle
κ rate of thermal conductivity (12)
κν absorption coefficient
λ wavelength mean free path (11, 12, 13)
Λ rate of energy loss per cm3

µ cosine of the angle with the normal
ν frequency
ξ coordinate (12)
ρ mass density
σ cross section velocity dispersion (1, 4, 13)

Stefan–Boltzmann constant
σ jk, etc. shear tensor
τ optical thickness or depth time (10 to 15)
φ angle line profile (3, 4, 7)
φB magnetic flux
φi , etc. particle flux
Φ gravitational potential
ϕ angle
ψ angle
Ψ electrostatic potential
ω angular frequency (2πν) angular velocity (1, 2, 4, 12)

vorticity (13)
ωp plasma angular frequency
Ω solid angle (2) potential energy
Ωul , etc. collision strength



B Principal Physical Constants

Velocity of light (by definition) c = 2.997 924 58 × 1010 cm s−1

Constant of gravitation G = 6.672 59(85) × 10−8 dyne cm2 g−2

Planck constant h = 6.626 075 5(40) × 10−27 erg s−1

Boltzmann constant k = 1.380 658(12) × 10−16 erg K−1

Stefan–Boltzmann constant σ = 5.670 51(19) × 10−5 erg cm−2 K−4 s−1

Elementary charge e = 4.803 206 8(15) × 10−10 E.S.U.
Mass of electron me = 9.109 389 7(54) × 10−28 g
Mass of proton m p = 1.672 623 1(10) × 10−24 g
Masse of 1H atom mH = 1.673 534 4 × 10−24 g
Rydberg constant for 1H RH = 1.096 775 830 6(13) × 105 cm−1

Rydberg energy ryd = 2.179 874 1(13) × 10−11 erg
= 13.606 eV

Wavelength associated to 1 ryd 911.763 Å
Radius of first Bohr orbit a0 = 0.529 × 10−8 cm
Mass energy of electron 0.510 999 06(15) MeV = 8.187 × 10−7 erg
Mass energy of proton 938.273 30(30) MeV = 1.503 2 × 10−3 erg
Bohr magneton µB = 9.274 015 4(31) × 10−21 erg gauss−1

Magnetic moment of electron µe = 1.001 µB

Magnetic moment of proton µp = 1.521 × 10−3 µB

The Electron–Volt

Wavelength associated with 1 eV 12 398 Å = 1.2398 µm
Frequency associated with 1 eV 2.418 × 1014 Hz
Energy of 1 eV 1.602 × 10−12 erg
Temperature associated with 1 eV 11 604 K

Principal Astronomical Constants

Astronomical unit AU = 1.496 × 1013 cm
Parsec pc = 3.086 × 1018 cm = 3.262 light years
Solar mass M� = 1.989 × 1033 g
Solar radius R� = 6.955 × 1010 cm
Solar luminosity L� = 3.845 × 1033 erg s−1

Solar absolute bolometric magnitude Mbol,� = 4.72
Solar absolute V magnitude MV,� = 4.83
Solar absolute B magnitude MB,� = 5.48
Received power for mbol = 0 2.488 × 10−5 erg cm−2 s−1

Received flux density for zero
magnitude

U: 1 780 Jy; B: 4 000 Jy; V: 3 600 Jy;
R: 3 060 Jy; I: 2 420 Jy; J: 1 570 Jy;
H: 1 020 Jy; K: 636 Jy
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Received flux density for UV
magnitude = 0

3.36 × 10−9 erg cm−2 s−1 Å−1

Tropical year (from equinox
to equinox)

365.242 days = 3.156 × 107 s

Units and Unit Conversions

Length

metre (S.I. unit) 1 m = 100 cm
angström 1 Å ≡ 1 A = 10−8 cm = 10−10 m

Mass

kilogram (S.I. unit) 1 kg = 103 g

Energy

joule (S.I. unit) 1 J = 107 erg
calory 1 cal = 4.1855 × 107 erg = 4.1855 J

(by definition)

Power

watt (S.I. unit) 1 W = 107 erg s−1 = J s−1

Flux density

jansky (S.I. sub–unit) 1 Jy = 10−26 W m−2 Hz−1

= 10−23 erg s−1 cm−2 Hz−1

Force

newton (S.I. unit) 1 N = 105 dyne

Pressure

pascal (S.I. unit) 1 pascal = N m−2 = 10 dyne cm−2 = 10−5 bar

Dynamical viscosity

poise 1 P = 1 g cm−1 s−1

Kinematical viscosity

stoke 1 stoke = 1 cm2 s−1

Electric charge

coulomb (S.I. unit) 1 C = 2.9979 × 109 E.S.U. = 0.10 E.M.U.

Electric potential

volt (S.I. unit) 1 V = 3.3357 × 10−3 E.S.U. = 108 E.M.U.

Electric field

volt per metre (S.I. unit) 1 V/m = 3.3357 × 10−5 E.S.U. = 106 E.M.U.

Electric current

ampere (S.I. unit) 1 A = 2.9979 × 109 E.S.U.

Magnetic field or induction

tesla (S.I. unit) 1 T = 104 G (gauss: E.M.U.)
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Conversion of electromagnetic quantities from the cgs (Gauss) system to the
international system (MKSA ≡ S.I.)

In order to perform this conversion, replace all quantities of the second column (cgs)
by those of the third column (MKSA). For the electric charge q, current density J ,
intensity I and polarisation P the conversion is the same as for the charge density ρ.
For the impedance Z the conversion is the same as for the resistance R. Of course,
all non–electromagnetic quantities (length, mass, etc.) must then be expressed in S.I.
units.

Quantity cgs (Gauss) MKSA (international)

Velocity of light c
√

µ0ε0

Electric field E
√

4πε0

Electric displacement D
√

4π
ε0

D

Charge density ρ 1√
4πε0

ρ

Magnetic induction B
√

4π
µ0

B

Magnetic field H
√

4πµ0 H

Magnetic moment M
√

µ0
4π

M

Conductivity σ σ
4πε0

Dielectric constant ε ε
ε0

Magnetic permeability µ
µ

µ0

Resistance R 4πε0 R

Inductance L πε0 L

Capacitance C 1
4πε0

C

µ0 = 4π 10−7 = 1.2566 × 10−6 A s
V m

ε0 = 1
c2 µ0

= 8.8543 × 10−12 V s
A m



C Journal Titles Abbreviations

A&A Astronomy and Astrophysics
A&AS Astronomy and Astrophysics Supplement Series
AJ The Astronomical Journal
ApJ The Astrophysical Journal
ApJS The Astrophysical Journal Supplements
ARAA Annual Review of Astronomy and Astrophysics
At. Data Nc. Tables Atomic Data and Nuclear Data Tables
Bull. Astron. Inst. Netherlands Bulletin of the Astronomical Institutes of the Neth-

erlands
JETP Journal of Experimental and Theoretical Physics

(Russia)
J. Fluid Mech. Journal of Fluid Mechanics
J. Geoph. Research Journal of Geophysical Research
MNRAS Monthly Notices of the Royal Astronomical Soci-

ety
Nucl. Phys. Nuclear Physics
PASP Publications of the Astronomical Society of the

Pacific
Phys. Fluids Physics of Fluids
Phys. Rev. Physical Review
Phys. Rev. Letters Physical Review Letters
Physik. Zeitschr. Physikalische Zeitschrift
Proc. Roy. Soc. London Proceedings of the Royal Society of London
Rev. Mod. Phys. Reviews of Modern Physics
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disk
accretion 350
galactic 2, 6, 8, 9, 20, 174, 356
protostellar 281, 346, 368, 434

dissociation front 280, 281
distance

kinematic 9, 11
to stars 9

Draine’s radiation field 17
drift velocity 287, 336, 339
Drude function 153, 170
dust

electric charge 187, 188
emission 159, 173, 406, 409, 410, 418,

422, 423, 425, 431
model 173, 174

Dwingeloo radiotelescope 407
dynamics

equations of 244, 245

Eddington approximation 38
Eddington stability limit 350
Einstein’s coefficient, probability, relation

28
elephant trunk 281
emission

expected 48
spontaneous 27
stimulated 27, 42

emission measure 93
emissivity 91
epicyclic frequency 356
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equation of state 203, 205, 325, 327, 328,
330, 331, 333, 342

equilibrium
gravitational 327, 335
hydrostatic 7, 20, 261, 331

escape probability 36, 38, 201, 233, 295
ESO 411, 415, 416, 418, 421, 427–429,

432, 433, 435
EUVE 118
evaporation 216, 218, 270, 280
excitation

collisional 33, 185, 198, 199, 202
emperature 33
of nuclei 145
radiative 27, 33, 179
temperature 32

extensive air shower 128
extinction 9, 18, 100, 143, 149, 150,

155–158, 170, 195, 227, 235, 416,
417, 422

cross-section 154
curve 84, 150–153, 172, 173, 175
efficiency 154, 155
law 150, 367

Faraday rotation 22, 23, 25, 110
Fermi mechanism 292, 293, 297, 299
fine-structure line 51–53, 55, 59, 105,

108–110, 115, 163, 169, 197, 198,
203, 207, 208, 232, 257, 259

fluorescence 68, 72, 109, 232, 233
infrared 177

fountain (galactic) 207, 360, 362
fractal 51, 302, 351, 411

dimension 304, 309
fragmentation 301, 330, 335, 340, 348,

351, 358
free–bound emission 94, 95, 117
free–free emission 91, 93, 95, 110, 198,

207, 406
free-fall time 340, 341, 357
FUSE 55, 70, 117, 145, 153, 360, 361

GALILEO 368
gamma radiation 406
gamma-rays 120, 133, 135, 137, 138, 141,

143, 270
line 145, 148

Gaunt factor 91, 93, 116, 118

globule
Bok 416
cometary 281
neutral 270, 279, 281, 282

grain
big 173
destruction 152, 255, 363
small, very small 172, 173

grammage 130, 132, 136, 139, 291
graphite 156, 157, 160, 162, 164–167,

174, 188, 363, 368
GRO 138, 141, 147
Grotrian diagram 52, 96
Gum nebula 281
gyration radius 121, 128–130, 264, 286,

295, 299, 300

H2 55, 63, 66–70, 72, 75, 76, 78, 144, 145,
163, 194, 210, 214, 215, 227, 228,
230–232, 234, 235, 244, 252, 254,
258, 280, 421

formation 211, 215, 216, 218, 230, 240
H2CO 63, 81, 82, 221
H2O 40, 63, 79, 82, 83, 149, 175–177,

194, 200, 223, 225, 226, 228, 254,
314, 315

H+
3 213, 225, 231, 281

Habing’s radiation field 16–18
halo (galactic) 2, 3, 6, 8, 15, 19, 25, 51,

112, 117, 131, 133, 207, 360–362
HCN 73, 76, 77, 221
HCO+ 77, 221, 222, 231, 254, 317, 339
heating

dust 174
of gas 51, 112, 117, 150, 180, 197, 203,

204, 207, 208, 230, 232, 236, 242,
249, 251, 312, 317

of grains 367
helium 59, 90, 95, 96, 101, 109, 117, 118,

136
Helix nebula 366
Helmholtz

equation 309, 317
instability 261

HIPPARCOS 8, 9
HNC 77, 221
Horsehead 424, 425
hot gas 3, 19, 112, 117, 202, 207, 266,

270, 273, 360, 362, 415
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Hubble Space Telescope 55, 61, 413, 419,
420, 426, 434

hydrogenated amorphous carbon 366–368

IC 349 419
ice 83, 144, 174, 176, 177, 200, 215, 256,

363
initial mass function 348, 351
instability

gravitational 21, 312, 321, 340, 347
thermal 205, 259

INTEGRAL 145
intermittency 183, 213, 308, 309, 313, 319
ion–molecule reaction 210, 211
ionization

by cosmic rays 87, 183, 186, 214, 225,
339

collisional 87, 113, 115, 247
energy losses by 292
equilibrium 59
front 228, 240, 275, 277–281, 283, 284

IRAM 302
IRAS 19, 423
IRTS 168
ISO 19, 41, 55, 76, 83, 109, 145, 152, 168,

169, 171, 174, 175, 204, 233, 252,
365, 368, 422, 425–427, 431

isobaric 204, 205
isochoric 205

jansky 31
Jeans

length 323, 325
mass 323, 325, 330, 335, 340, 351, 358

Kolmogorov
law 289, 309, 318
turbulence 305, 307, 312

Kramers–Kronig relations 158
Kuiper airborne observatory 55, 109

L 1512 316
L 977 143
Landé factor 21
Langevin rate 210, 337
large velocity gradient approximation 35,

39, 75, 76
Larmor frequency 285, 286, 337
local standard of rest 9, 47

local thermal equilibrium 27, 29
Lorentz function 170
luminosity function 142, 349
Lyman

continuum 18, 45, 89, 90, 117, 275, 354
contiunuum 89
discontinuity 19, 45, 89
line 16, 55, 60, 67, 70, 96, 199

M 16 426
M 17 229, 240, 428
M 31 5, 47, 168, 170, 171, 272, 367, 427
M 33 131, 355, 414
M 51 405
Mach number 248
Magellanic clouds 48, 49, 115, 120, 174,

239, 240, 272, 349, 358, 415, 420,
421, 433

magnetic
bottle 288
field 5, 20, 26, 110, 196, 249, 252, 261,

285, 289, 291, 417
measurement of magnetic field 21, 25
mirror 288, 289, 293
precursor 253, 298

magnetohydrodynamics 197, 241, 242,
335

magnetosonic wave 249
magnitude 9
main-beam temperature 31
maser 39, 44, 82, 83, 102, 104, 202

saturated 43
unsaturated 43

mass
critical 323, 325, 329, 333, 334, 345,

346
of the Galaxy 2, 3
of the ISM 4, 50, 110, 137, 145, 149,

205, 359
umbral 346

Mathis, Mezger & Panagia radiation field
16, 17

Maxwell equations 241, 242
mean free path 248, 264, 266, 289, 295,

299, 311
meteorite 147, 368
Mie theory 154, 155, 159, 160
molecule

Λ doubling 73
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deuterated 215, 220, 226, 256
diatomic 39, 71, 73, 78
electronic transition 66, 71
inversion transition 73
list 64, 65
polyatomic 71, 78, 83
rotational transition 14, 73, 83
vibrational transition 71, 73

Moseley law 115
MRN 156, 157, 159, 160, 166, 173, 187,

217, 365, 369
multi-fluid medium 241, 243, 250–252,

258
mushroom 436

N2 210
N 157b 48–50
N 70 433
Navier–Stokes equation 304, 305, 309
nebula

planetary 91, 108, 109, 354, 366
proto-planetary 366
reflection 149, 155, 164, 170, 419, 424,

425
nebular line 107, 112
neutral–neutral reaction 182, 213, 214
NEWTON 115, 144, 269, 415, 432
NGC 2023 424, 425
NGC 206 272
NGC 3603 272
NGC 7027 108, 366
NGC 7538 175, 176
NH3 73, 79–81, 149, 176, 256
nucleation 363
Nyquist theorem 30

O2 15, 16, 66, 200, 223, 225, 228,
313–315

ODIN 83, 200
OH 15, 16, 22, 40, 41, 55, 66, 73, 221,

222, 225, 254, 317
Oort parameter 10
Ophiuchi (ρ) 9, 162, 351
optical depth 28
optical thickness 28
Orion

bar 233, 234, 413, 435
molecular cloud 63, 66, 146, 215, 256,

412

nebula 102, 104, 106, 146, 162, 163,
233, 240, 281, 302, 349, 350, 413,
434, 435

ORPHEUS 70
ortho 63, 70, 76, 80–83
oscillator strength 56, 61, 85, 98, 101

PAH 84, 171, 172, 174, 188, 189, 230,
235, 367, 427

PAH+ 84, 171, 187, 189
PAH− 171, 189, 230
para 63, 70, 76, 80–83
Parker instability 357
partition function 39, 75, 77, 187, 211,

212
Paschen

discontinuity 95
line 100, 106

Perseus arm 408–411
Pfund line 100, 163
phase function 155
photodissociation 18, 145, 214, 215

region 52, 55, 72, 75, 101, 105, 109,
163, 168, 189, 191, 194, 199, 209,
213, 227, 240, 258, 259, 279–281,
367, 413, 420, 421, 426, 428, 435

photoelectric effect 150, 187, 194, 203,
204, 228, 230

photoionization 87, 91, 187, 188, 191,
193, 194, 214, 215

photon trapping 38
physisorption 216
Planck function 29, 30
plasma

dispersion 23
frequency 185
wave 183, 242, 249, 250

Pleiades 419
plerion 263, 268, 269, 272, 429
Poisson equation 6, 324
polarization

by dust 24, 25, 158
by Zeeman effect 22

polytropic index 327, 328, 330, 333, 342
potential barrier 187, 209
potential curve 67, 68, 71
precursor

magnetic 250
radiative 247, 248, 257
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pressure
cosmic rays 20, 123, 130, 357
kinetic 20, 204
magnetic 20
radiation 237, 240, 275
turbulent 141, 307, 308

pulsar 22, 23, 25, 110, 263, 268, 272

radiation
cosmological 15, 47, 75, 201
extragalactic 13–15
galactic 15–17, 19

radiation length 136
radiative association 211, 212, 223
radiative transfer 27, 44, 229, 230
radical 213, 218, 219
Rankine–Hugoniot relations 246
rarefaction wave 276, 277, 279, 342
rayleigh 111, 355
Rayleigh–Gans approximation 159, 160
Rayleigh–Jeans approximation 30, 32–34,

38, 43, 74, 93, 102, 143
Rayleigh–Taylor instability 259, 261, 265,

270, 271, 274, 357
RCW 108 418
recombination

dielectronic 105
dissociative 212, 213
line (optical) 96, 97, 100, 101, 108, 111,

151, 152, 233, 257
line (radio) 98, 101, 105, 110

Reynolds number 305, 306, 311
rigidity 286
rotation

galactic 3, 6, 8–11, 273, 310, 356
of clouds 322, 343, 345
of grains 25

Rydberg
constant 98
state 101

Saha law 98, 102, 113
SAS-2 138
scale height

gas disk 11, 51, 111, 117, 129, 174, 273,
356, 357, 361, 362

stellar disk 7, 8
scaling law 301, 302, 309
scattering

cross-section 154
efficiency 154, 155
resonant 96

scintillation 110
screening constant 115
self-shielding 214, 215, 230
self-similar solution 265, 266, 278, 342,

343
shattering 319, 363
shock 55, 63, 69, 72, 87, 112, 121, 127,

129, 150, 183, 192, 194, 197, 199,
207, 209, 213, 218, 241, 261, 263,
300, 317, 342, 351, 358, 360, 363,
365, 367

C 251, 253, 254, 258
C∗ 251, 254
isothermal 248, 269
J 245, 251, 253–259, 271, 293, 297
modified 298
non-stationary 252, 254
radiative 248, 250, 258, 267
reverse 267, 278

Si 177, 256, 365
SiC 177, 366, 368
silicate 18, 151, 152, 155–158, 160,

162–164, 166, 173, 175, 187, 218,
256, 363, 366, 368

SiO 221, 256, 365
snowplough 267, 268
SOFIA airborne observatory 109
solar modulation 120–123, 129, 135, 141,

184, 186
Solar system 291, 368, 369
sound velocity 206, 244, 250, 276, 278,

280, 284, 325, 361
source function 28, 30, 36, 104
spallation 124, 125, 132, 133, 146
spin temperature 46, 50
Spitzer (satellite) 109, 145
stability

gravitational 308, 321, 340, 356
thermal 203, 207

star
association 272, 359
binary 55, 263, 344, 348, 354
cluster 272, 335, 349, 351, 359, 435
formation 302, 310, 335, 347, 348, 351,

354, 356, 359, 405
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population 5, 8
runaway 354

statistical weight 29, 42, 46, 77, 79, 98
Strömgren

radius 275, 283
sphere 87, 91

structure function 307
supernova 5, 26, 51, 127, 131, 146–148,

206, 207, 273, 274, 310, 355, 358,
363, 366

remnant 19, 87, 113, 115, 117, 129,
147, 150, 195, 197, 249, 253, 257,
259–261, 263, 272, 278, 284, 298,
355, 360, 362, 368, 408, 415, 429–432

SWAS 55, 83, 200
synchrotron radiation 22–26, 110, 129,

131, 133, 263, 265, 269, 270, 272,
406, 408, 429, 430, 432

Taurus 9, 347
Taylor scale 311
TD1 16
thermal conduction 117, 207, 266, 267,

270, 360, 361
thermalization 179, 180, 183, 249
three-component model 270, 360
Toomre criterion 356
transfer

equation 27, 33, 42, 191, 229
Trifid nebula 422
turbulence 51, 112, 213, 261, 272, 289,

298–301, 319, 322, 325, 326, 330,
332, 340, 347, 351, 358, 363

atmospheric 16, 112

compressible 307, 309, 314, 325
dissipative scale 301, 305
incompressible 304, 308, 309, 313
inertial scale 305
integral scale 305, 310

two-component model 206
two-photon radiation 95, 96
Tycho supernova 432

ULYSSES 298, 368

velocity dispersion
gas 4, 12, 51, 59, 233, 302, 303
stars 2, 5, 6, 8

virial 140–142, 308, 321, 330
viscosity 242, 251, 305

dynamic 305
kinematic 305
turbulent 307, 308

VLA 430
Voigt function 58
vorticity 306, 309, 314, 316, 317

X-rays
absorption 18, 117, 118, 144, 145
emission 19, 112, 115–117, 138, 266,

406, 415, 429, 431, 432
line 113, 115, 116, 415, 432
lines 266
scattering 158–160

Zanstra method 96
Zeeman effect 21, 22
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Plate 1. The galaxy M 51 (NGC 5195)

This image results from the combination of images in the B band (blue) and in the V band
(green) with a monochromatic image in the Hα line (red). It was obtained with the 12K CCD
camera at the Canada-France-Hawaii (CFHT) telescope. The spiral arms of this galaxy are
particularly evident and result from the gravitational action of the companion NGC 5194,
located to the North. They correspond to the compression zones of the interstellar matter.
Absorption due to interstellar dust is clearly visible along the arms, but also elsewhere, in
particular in the companion. The many H ii regions visible in the Hα line are preferentially
located along the arms, on the convex side of the dust band. The arms sweep up interstellar
matter which enters through the concave side. This matter is then compressed and forms
massive stars which appear on the convex side and ionize the gas.

In this plate and all others, with a few exceptions which are indicated in the corresponding
caption, North is to the top and East to the left. (Courtesy Jean-Charles Cuillandre, CFHT)
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Plate 2. The Milky way at a number of wavelengths

These images show a band of ±5◦ on each side ot the galactic plane, at frequencies increasing
from top to bottom. The galactic centre is at the centre. Galactic longitude l increases from
−180◦ to 180◦ from left to right. The Cygnus region is at l ≈ 90◦ and that of Vela at l ≈ 270◦.
Several images are in false colors, color indicating intensity. The colours in the infrared and
X-ray images, which are combinations of three wavelengths, are coded from blue to green
and to red with increasing wavelength. The principal emission mechanisms are as follows:
– for the radio continuum at 408 MHz, the synchrotron radiation from relativistic cosmic

electrons in the galactic magnetic field dominates;
– the 21-cm line is due to atomic hydrogen (see details in Plates 3, 4, 5, 6 et 31);
– for the high-frequency radio continuum (2.4–2.7 GHz), the free–free emission of the

electrons in the ionized gas dominates: note that the disk thickness is smaller than for the
synchrotron continuum emission at lower frequencies;

– at 115 GHz, the line of the CO molecule traces the molecular gas (see details in Plates 5,
6, 7 et 8): the disk thickness is approximately the same as for the high-frequency radio
continuum;

– the far-infrared emission at 100 µm (red) is due to relatively large dust grains, that at
12 µm (blue) to PAHs and very small grains and that at 60 µm (green) to a combination
of these (see details in Plate 19);

– the near-infrared emission is dominated by that of the stars, a diffuse emission is due to the
free–free and free–bound emission of the electrons in the ionized gas and to recombination
lines; emission by very small dust grains contributes at 3.3 µm (red) and 2.2 µm (green);
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– in the visible, the emission is essentially due to stars, but we can also see the absorption
which is dominated by relatively large dust grains;

– the X-rays are emitted by stellar objects and by the diffuse radiation from the hot,
diluted gas in supernova remnants, bubbles and the general interstellar medium (details
on Plate 11). The interpretation of this image is difficult due to the strong interstellar
absorption which is important at lower X-ray energies;

– the gamma-ray emission above 100 MeV is dominated by the decay of pions created by
the interaction between cosmic-ray protons and interstellar matter.

(Document NASA/Goddard Space Flight Center)

Plate 3. The emission of the Milky way in the 21-cm line of atomic hydrogen

These maps of the whole sky result from a systematic survey with the 25-m radiotelescope
at Dwingeloo (Netherlands), made with an angular resolution of 0.5◦. They are presented in
galactic coordinates and correspond to different radial velocities with respect to the Local
standard of rest (LSR). Galactic longitude increases from 300◦ (≡ −60◦) to the right, to 300◦
to the left, and galactic latitude increases from −90◦ (bottom) to +90◦ (top). The missing part
cannot be observed from the Netherlands. At the low velocities, the emission is dominated
by nearby gas. Near the galactic plane, at high velocities (in absolute value), distant regions
contribute. At high galactic latitudes (mainly positive, to the top), we also observe gas falling
onto the galactic plane. Note the filamentary structure of the gas, and the empty bubbles.
(From Hartmann [219] and Hartmann & Burton [220], courtesy Dap Hartmann)
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Plate 4.
A region of the Perseus arm in the radio continuum at 21 cm and in the 21-cm line

These maps were obtained as a part of the Canadian Galactic Plane Survey made with the
interferometer and the 26-m radiotelescope of the Dominion Radio Astrophysical Observatory
at Penticton (B.C, Canada). The angular resolution is 1′. Abcissae are galactic longitudes and
ordinates galactic latitudes. The map to the left, in the 21-cm continuum, is dominated by
the synchrotron radiation of three supernova remnants: SNR G130.7+3.1 = 3C 58 (top left),
whose strong emission produces circular artefacts, SNR G127.1+0.5 = R 5 (to the right
of the centre), and SNR G126.2+1.6, weaker and more extended. The distances to these
objects are very uncertain. The objects with smaller angular diameters throughout the map
are extragalactic. The map to the right is made in the 21 cm line, at a radial velocity of
−35,3 km s−1 relative to the LSR which corresponds to the Perseus arm. Note the filamentary
structure of the gas. A cloud can be seen in the direction of SNR G127.1+0.5 and could be
associated if this supernova remnant is in the Perseus arm. Absorption in front of 3C 58 is
conspicuous (small dark dot), showing that this supernova remnant is located inside or behind
the Perseus arm. (CGPS document, courtesy J. English & R. Taylor)
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Plate 5. An optically obscured region seen in infrared and radio

These two composite images show the same region of the sky between galactic longitudes
138◦ (left) and 143◦ (right) and between galactic latitudes −3,5◦ (bottom) and +1,5◦ (top).
In the top image, the 21-cm line emission at a velocity of −40 km s−1 with respect to the
LSR, corresponding to the Perseus arm, is displayed in green. The CO(1-0) line emission at
the same velocity is in blue, and the dust emission at 60 µm is in red. In the bottom image, the
emission in the radio continuum at 21 cm is in blue, that of the dust at 60 µm in green and the
dust emission at 100 µm in red. The radio observations are from the Canadian Galactic Plane
Survey and the infrared data are from the IRAS satellite. The interpretation of this region is
made difficult by the absence of any visible emission, probably due to strong extinction by
dust. The general impression is that we are dealing with the edge of a large bubble which
compresses an active zone, where molecular clouds and young stars are responsible for the
heating of the dust. The origin of the radio continuum emission is incertain. (CGPS document,
courtesy J. English & R. Taylor)
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Plate 6. Self-absorption in the 21-cm line and molecular clouds

The map at the top left shows a region of the Perseus arm near the galactic plane in the 21-cm
line, at a radial velocity of −41 km s−1 with respect to the LSR. This map was obtained as
a part of the Canadian Galactic Plane Survey (angular resolution 1′). Galactic longitudes are
from 138.3◦ (left) to 141.1◦ (right) and galactic latitudes from −1◦ (bottom) to +2.2◦ (top).
The presence of self-absorptions can be seen as dark filaments, due to cold atomic hydrogen
in front of warmer hydrogen. The map at the top right shows a part of this region: the 21-cm
emission is in blue, molecular clouds are indicated as yellow contours and the dust emission at
60 µm as red contours. A number of atomic clouds seen in absorption correspond to molecular
clouds seen through their emission in the CO(1-0) line. Some clouds emit in the far-infrared
but not in CO. Below these maps to the left is the 21-cm spectrum of the region delineated
by a white square (full line) with the spectra of nearby regions for comparison (dashed line),
and the lower plot shows the CO spectrum. To the right, the same for the region delineated by
a black square. The 21-cm self-absorption is indicated in red and correspond to CO emission
at the same velocity. Even within the black square, we see a small self-absorption at 21 cm
in the local gas (radial velocity close to zero), with a weak CO emission. (CGPS document
from Gibson et al. [196], courtesy A.R. Taylor)
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Plate 7. Fractal structure of the molecular gas

To the top, map of a molecular complex in the Perseus arm, from Ungerechts et al. [523] (with
the permission of the AAS), obtained in the CO(1-0) line with the 1-m radiotelescope of the
Center for Astrophysics at Harvard. The angular resolution is 9’ (“beam” represented at the top
left) corresponding to 6 pc at the distance of 2.2 kpc of the gas. Below, a simulation of a fractal
cloud with 3-dimension fractal dimension D, reproduced from Pfenniger & Combes [409]
with the permission of ESO. The elementary structures in this simulation are spheres with
a radial distribution of density ρ(r, rL ) ∝ 1

(r/rL )2×[1+(r/rL )5] , (isothermal spheres truncated in

a relatively smooth fashion). The morphological similarity with the CO map is striking for
D = 2.5. The fractal structure of the molecular gas has been observed to much smaller scales
in other regions.
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Plate 8. Map of the 13CO(1-0) line in Orion

This map was obtained with the 7-m radiotelescope of the AT&T Bell Laboratories with an
angular resolution of 1′. It covers 10◦ in declination. The contours represent the radial velocity
with respect to the LSR from 4 km s−1 (blue) to 13 km s−1 (red). All the gas is at a distance
of about 500 pc. The Orion Nebula is in the cloud at the bottom of the red part of the southern
cloud. Notice the filamentary structure and the many condensations, some of which are more
or less regularly aligned along the filaments. For a discussion, see Bally et al. [18]. Detailed
maps of a part of the southern cloud in other millimeter lines and in the dust emission at
1.3 mm can be found in Chini et al. [99]. (Courtesy John Bally)
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Plate 9. The Orion Nebula, observed with the Hubble Space Telescope

The best studied of all H ii regions, the Orion Nebula, is at a distance of 550 pc. This
false-colour image, with dimensions about 0.8 × 0.8 pc, results from the combination of 45
monochromatic images taken with the Wide Field and Planetary Camera 2 in the lines of
[O iii] (blue), Hα (green) et [N ii] (red). A zoom on the central part showing the four exciting
stars forming the Trapezium is presented in Plate 30, and an infrared view is in Plate 32. The
Orion bar located to the bottom left of the image is a photodissociation interface between the
H ii region and a molecular cloud. The ionized gas resulting from the surface ionization of
this cloud exhibits a conspicuous ionization structure: in the region closest to the cloud, the
[N ii] lines dominate with respect to the [O iii] lines, while the ratio is inverted closer to the
exciting stars. The region contains many young stars at various stages of evolution, some of
which show jets (one of which is visible close to the photodissociation region), and many
protoplanetary disks can be seen in emission or in absorption, although not outstanding in
this image because of their very small sizes. (Document C.R. O’Dell & S.K. Wong, Rice
University, NASA)
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Plate 10. Ionized gas in the galaxy M 33

This image was obtained at the Burrell Schmidt telescope through a filter centred on the Hα

line. The most intense H ii region, to the north-east, is NGC 604. Note the alignment of the
H ii regions along the spiral arms, in particular to the south of the centre, the many bubbles
and the diffuse ionized gas present almost everywhere in the central region. The ionization
of this gas is entirely due to the hot stars (Hoopes & Walterbos [247]). (Courtesy Charles
Hoopes)
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Plate 11. The X-ray emission of the region to the south-east of 30 Doradus, in the Large
Magellanic Cloud

The image at the top was obtained with the EPIC instrument on board the XMM-NEWTON
european satellite. The false colours correspond to energies from 0.3 keV (red) to 5 keV
(blue). The shell clearly visible to the middle right of the image is 30 Dor C, a well-developed
supernova remnant. 6′ to the south-west, the compact object is the very young remnant
of Supernova SN 1987A. To the east of 30 Dor C, the bright extended object is N 157 B,
a supernova remnant with intermediate properties between a classical remnant and a plerion.
The extended emission visible over most of the image is due to the hot gas created by previous
generations of supernova remnants. The spectrum of this diffuse gas in the northern region is
displayed on the lower figure. We can see the lines of several multi-ionized elements. This
spectrum is fitted by a model with a temperature of about 0.3 keV (3.5 × 106 K; the quality
of the fit is indicated below), with an overabundance of O, Ne, Mg and Si with respect to the
solar abundances (the Large Magellanic Cloud is in fact underabundant by a factor ≈ 4): this
suggests that the hot gas is dominated by the matter produced in, and injected by supernovae.
(From Dennerl et al. [118], with the permission of ESO)
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Plate 12. The dark cloud B 68 in the visible and the infrared

At the top are two composite images of this nearby cloud (a Bok globule). At left is a composite
image in the visible and the near infrared in the bands B (blue), V (green) and I (red), taken with
one of the 8-m telescopes of the Very Large Telescope of the European Southern Observatory.
The cloud is totally opaque and no star can be seen through it, except a few very reddened
stars near the edge. At right is a composite image in the near-infrared bands J (1.25 µm, blue),
H (1.65 µm, green) and KS (2.17 µm, red) taken with the 3.5 m New Technology Telescope
of the European Southern Observatory. Extinction being much smaller in the infrared than in
the visible, we can see stars through the cloud, especially in the KS band. The photometry of
these stars allowed to derive the extinction map to the bottom, which has an angular resolution
of 10′′. The outer contour of this map corresponds to a visible extinction AV = 4 magnitudes;
extinction then increases by 2 mag. from contour to contour. The extinction at the centre is as
high as 35 mag., corresponding to an attenuation of visible light by a factor 1014. (Document
ESO Education and Public Relations Department)
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Plate 13. The dark cloud B 72 (the Snake)

Most interstellar clouds are filaments or sheets. This is a nice example observed with the
12 K CCD camera at the prime focus of the Canada–France–Hawaii telescope. The image
dimensions are 30′ × 20′. The blue, green and red colours correspond to the B, V and R
bands, respectively, and are the true colours. The dark cloud absorbs almost all the light of
the background stars (compare this with Plate 12). These filamentary structures are probably
due to the magnetic field. Like the cloud B 68, displayed Plate 12, the present cloud does not
seem to form stars. (Courtesy Jean-Charles Cuillandre, CFHT)
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Plate 14. The RCW 108 complex

This infrared image results from 33 images taken with the New Technology Telescope of the
European Southern Observatory. The false colours correspond to the J (1.25 µm, blue), H
(1.65 µm, green) and KS (2,17 µm, red) bands. The size of the field is 12.8×12.8 arc minutes.
The dark cloud is rather complex. It is very opaque in its central regions. Many background
stars are very reddened, even in the infrared, even though extinction is much smaller than
in the visible. An H ii region is partly embedded in the molecular cloud. Dust heated by the
young stars radiates strongly in the mid- to far-infrared. This produces the infrared source
IRAS 16362-4845. (Document ESO Education and Public Relations Department)
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Plate 15. The reflection nebula IC 349 in the Pleiades

The bright star Merope (23 Tauri), which belongs to the Pleiades open cluster at a distance
of 120 pc, is outside the field. But it produces, by scattering in the camera, radial rays some
0.02 pc from the star in the upper half of this Hubble Space Telescope image taken with
the Wide Field and Planetary Camera 2. The rest of the structures is real. The star and an
interstellar cloud containing dust are approaching each other with a relative velocity of about
11 km s−1. The radiation pressure of the starlight pushes the dust, forming the observed
filamentary structure. (Document G. Herbig & Th. Simon, NASA)
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Plate 16. Hot stars and interstellar matter in the region of 30 Doradus, in the Large
Magellanic Cloud

This image is a composite of many frames obtained using 5 different filters of the Wide
Field and Planetary Camera 2 of the Hubble Space Telecope. It covers a field of 4.53′ ×2.98′,
corresponding to 68×45 pc at the distance of the Large Magellanic Cloud (about 52 kpc). The
blue colour corresponds to images in the broad U filter centred at 3 360 Å. Green corresponds
to images in the broad V filter centred at 5,550 Å and through a narrow filter centred on the Hα

line. Red corresponds to images in the broad I filter centred at 8 140 Å and through a narrow
filter centred on the [S ii] lines near 6 730 Å. This set up shows the stars in roughly their true
colours. We see that the main stellar cluster (30 Dor) is made only of blue stars and is thus
very young. Conversely, the Hodge 301 cluster at the bottom right contains relatively fewer
blue stars, but does contain several red supergiants, and is thus older. The diffuse emission
in this image is essentially that of lines emitted by the gas ionized by the stars of 30 Dor.
The Hα line (green) traces all this gas, while the S ii doublet is mainly emitted in zones
of weak excitation, deeper inside the photodissociation regions. Supernova explosions and
stellar winds have produced bubbles almost empty of gas, except for the hot gas whose X-ray
emission can be seen in the top left of Plate 11.

North is towards an angle of 61,86◦ from the top of the image, clockwise. (Courtesy R.
Barbá, J. Maîz-Apellániz and N. Walborn, Space Telescope Science Institute)
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Plate 17. Emissions in the Brackett γ line and in the v(1-0) S(1) line of H2 in the region
of 30 Doradus

The dimensions of this composite image are 4, 4′ × 4, 5′. It was made by the superimposition
of a negative image obtained through a narrow filter centred at 2.16 µm (Brγ ) and a positive
image obtained through another narrow filter centred at 2.12 µm (H2), taken with the 1.5-m
telescope of the Interamerican Observatory in Cerro Tololo, Chile. Stars are visible due to the
imperfect subtraction of the continuum. The ionized gas appears as dark brown and the H2

emission as light yellow. The ionized arc is visible on Plate 16. The emission in the H2 line
is due to fluorescence in the photodissociation regions: this line is an excellent tracer of such
regions.

In this image, contrary to Plate 16, north is to the top. (From Rubio et al. [441], with
permission of ESO)



422 Color Plates · Plate 18

Plate 18. The Trifid nebula in the optical and in the mid-infrared

The Trifid nebula is an H ii region associated with a molecular cloud. The figure to the top is
a composite image obtained with the 12 K CCD camera at the prime focus of the Canada–
France–Hawaii telescope. The image size is 21′ × 7′. The colours are blue for the V band
and red for the I band. The absorption of background stars by the dark cloud surrounding the
H ii region is clearly visible, and also the scattered light from the exciting stars (these stars
are not visible in this saturated image), which forms a diffuse blue extension to the north.
The figure at the bottom left is an Hα image obtained through a narrow filter using the 80-cm
telescope of the Astrophysical Institute of the Canary Islands. It shows only the ionized gas,
with dust absorption bands dividing the image into three parts. The image at the bottom right
is the same field seen at 12 µm with the ISOCAM camera on board the ISO satellite (angular
resolution about 6′′). The image is dominated by dust emission and looks like a negative of
the previous image. (Courtesy Jean-Charles Cuillandre and European Space Agency)
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Plate 19. The Chamaeleon constellation seen in the far infrared

This image covers a field of 12.5◦ ×12.5◦ (33×33 pc at the 150 pc distance where essentially
all the matter along the line of sight can be found). It is a composite image obtained with
the IRAS satellite in three bands: 12 µm (blue), 60 µm (green) and 100 µm (red). The stars
visible on this image are brighter at 12 µm and appear in blue colour. Outside some regions
of intense emission, the image is dominated by the “cirrus” clouds which are heated by the
general interstellar radiation field. The local colour variations are conspicuous and correspond
to real changes in the composition or size distribution of the very small grains. These changes
are probably due in part to the passage of shock waves (see Gry et al. [211]); see Chapter 15.
(Courtesy IPAC, California Institute of Technology and NASA)
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Plate 20. The Horsehead nebula region in visible light

Bottom: a photograph obtained at the Anglo-Australian Observatory, in approximately real
colours. The Horsehead is the prominence of a dark cloud which extends over all of the lower
half of the image. It stands out against a red background, which is due to the Hα line emitted
by a diffuse H ii region ionized by the hot star σ Orionis (O9.5V) located outside the field. The
bright blue object is the reflection nebula NGC 2023, illuminated by the B1.5V star HD 37903,
not visible due to saturation. The dimensions of the image are 30′ × 33′, corresponding to
4.8 × 5.3 pc at the distance of 550 pc.

Top: an image of the Horsehead obtained with the 12 K CCD camera at the prime focus
of the Canada–France–Hawaii telescope. The colours are blue for the V band and red for the I
band. This image emphazises the light scattered by the surface of the dark cloud and by some
isolated filaments to the right of the Horsehead illuminated by σ Orionis.

Exceptionally, north is to the left and east to the bottom in these images. (Documents
Anglo-Australian Telescope and CFHT, courtesy D. Malin and J.-C. Cuillandre)
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Plate 21. Variations in the composition of very small dust grains in the region of the
Horsehead nebula

This image covers a slightly larger field than the image at the bottom of Plate 20. It was
obtained at 7.7 µm (blue) and 15.5 µm (red) with the ISOCAM camera on board the ISO
satellite. The dust, which absorbs the visible and UV light, is now seen in emission, as for
Plate 18 (actually we are not really dealing with the same dust grains, the visible extinction
being dominated by rather large grains and the emission in the mid-infrared by much smaller
ones). In the infrared, we only see the superficial layer of the Horsehead, the regions of the
dark cloud exposed to the radiation of σ Orionis (outside the field), and the reflection nebula
NGC 2023, also seen in emission. To the bottom of this image, three cuts through the field
show the differences between the emission at 7.7 µm (dominated by the aromatic infrared
bands probably emitted by PAHs), and the emission at 15.5 µm due to very small, 3-D
carbonaceous grains. The origin of the observed variations is not well understood. (Courtesy
A. Abergel, Institut d’Astrophysique Spatiale)
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Plate 22. Ionized gas and aromatic infrared bands in the region of M 16

This composite image was obtained at 7.7 µm (blue) and 15.5 µm (red) with the ISOCAM
camera on board the ISO satellite. The angular dimensions are 30′ × 30′, corresponding
to 17.5 × 17.5 pc at a distance of 2 kpc. The image is centred on the young star cluster
M 16 (NGC 6611) whose hot stars are barely visible here. They are responsible for ionizing
a part of the gas. In red, we see the emission of the ionized gas in the [Ne iii] line at 15.56
µm. Stellar winds have dug clearly visible bubbles in the interstellar medium. The sharp
edges of these bubbles are dense photodissociation regions where the very small grains
responsible for the aromatic infrared band at 7,7 µm are concentrated and excited. Some
of these photodissociation regions look like pillars, fingers or other structures. Remarkable
visible images of these structures have been obtained with the Hubble Space Telescope (see
http://oposite.stsci.edu/pubinfo/PR/95/44.html). Their appearance is similar to that of the
Horsehead in Plate 20, top.

In this image, north is at 58,4◦ from the top, anticlockwise. (ISOGAL document, courtesy
M.J. McCaughrean, A. Moneti and A. Omont). The angular resolution is that of the orginal
data
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Plate 23. Comparison between the emission in the mid-infrared and the distribution of
atomic hydrogen in the Andromeda galaxy M 31

This image covers the south-west part of the Andromeda galaxy M 31 approximately 50′ (10
kpc) from its centre. The coordinates are J2000. The false colours represent the intensity
observed near 7.7 µm with the ISO satellite, at an angular resolution of approximately 6′′. The
contours display the intensity of the 21-cm line observed with the Westerbork interferometer
at a resolution of 25′′. We see that the emission at 7.7 µm, which is due to PAHs heated
transiently by the absorption of individual photons, follows precisely the distribution of the
gas. However, while the visible radiation field, which is comparable to that near the Sun in
our Galaxy, is approximately uniform over the field, this is not the case for the UV radiation
field, which is non-uniform but weaker than near the Sun. This demonstrates that the heating
of the grains is due to visible photons in this case, rather than to UV photons. (From Pagani
et al. [393], with the permission of ESO)



428 Color Plates · Plate 24

Plate 24. The interface between the H ii region M 17 and the adjacent molecular cloud

This composite infrared image was taken with the New Technology Telescope of the European
Southern Observatory. The colours correspond to the J (1.25 µm, blue), H (1.65 µm, green)
and KS (2.17 µm, red) bands. The image size is 5′ × 5′, corresponding to 3.5 × 3.5 pc at
the distance of the object (2.2 kpc). A molecular cloud covers the right part of the image and
absorbs most of the starlight. The left part contains an H ii region ionized by stars located to
the left, out of the field. The diffuse emission is dominated by the free–free and free–bound
continua of the ionized gas. The molecular cloud is photodissociated and ionized by the UV
radiation and is evaporating to the left. The photodissociation region formed in this way has
a very fragmented structure which reflects that of the molecular cloud. This has been much
studied at a variety of wavelengths: see e.g. Stutzki et al. [498], Cesarsky et al. [84] and
Verstraete et al. [533]. An ultra-compact H ii region, not visible here, is embedded inside the
photodissociation region. It testifies to a secondary star formation process (see Cesarsky et al.
[84]). (Document ESO Education and Public Relations Department)
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Plate 25. The Crab Nebula in the visible, radio and X-rays

The Crab nebula M 1 is the remnant of the explosion of a supernova which occured in 1054. It
is a typical example of a plerion, continuously supplied by relativistic particles from a central
pulsar. Top left, a visible image obtained with one of the 8-m units of the Very Large Telescope
of the European Southern Observatory (dimensions 6.8′ × 6.8′, or 4 × 4 pc at the distance of
the nebula, 2 kpc). It results from the combination of images in the B (blue) and R (green)
bands and in the [SII] λ6716,6731 lines (red). The filaments are remnants of the matter ejected
during the explosion; they form a rapidly expanding shell. The diffuse blue light is due to the
synchrotron emission from relativistic electrons accelerated by the pulsar, interacting with
the local magnetic field. Top right, a radio image obtained with the Very Large Array (size
4.7′ ×5.5′). It shows the pulsar and the synchrotron emission, which has a similar morphology
to the diffuse visible emission. There is a rather close relation between this morphology and
that of the filaments, probably because the magnetic field is more intense in the filaments.
Bottom, an X-ray image obtained with the CHANDRA satellite (size 2.5′ ×2.5′). It shows the
central pulsar and the synchrotron emission from very high-energy electrons, the morphology
is different from that of the visible and radio emissions which are due to lower-energy
electrons. Note the jets emitted more or less symmetrically by the pulsar. (Documents ESO
Education and Public Relations Department, National Radio Astronomy Observatory and
NASA/Harvard-Smithsonian Center for Astrophysics)
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Plate 26. The supernova remnant Cassiopeia A in the radio and visible

Bottom, a radio image in false colours obtained with the Very Large Array (dimensions 6′×6′,
or 4.9×4.9 pc at the distance of the object, 2.8 kpc). The emission is synchrotron. Its structure
is globally that of a spherical shell with many irregularities, nodules and diffuse regions. Top,
a visible image obtained at the 3.6 m Canada–France–Hawaii telescope (dimensions 2.8′ ×
2.8′). We observe complex filaments. A spectroscopic study reveals that they belong to two
families. Some filaments have relatively slow velocities and a normal chemical composition:
they are composed of interstellar matter and of matter ejected by the supernova progenitor.
Others have very high velocities and a very anomalous chemical composition, showing that
they are composed of matter resulting from the thermonuclear processes that occurred during
the explosion and ejected following the supernova explosion. The elliptical rings above and to
the right of the bright stars are artefacts produced by reflections in the instrument. (Documents
National Radio Astronomy Observatory and CFHT)
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Plate 27. The supernova remnant Cassiopeia A in X-rays and in the mid-infrared

Top, an X-ray image obtained with the CHANDRA satellite (same size as the radio image
of Plate 26). Although the emission mechanisms are different, this image is remarkably
similar to the radio image. In both images we see the morphology of the optical filaments.
The point source at the centre might be a neutron star, a remnant of the explosion, but this
hypothesis requires confirmation. Bottom, a mid-infrared image (10.7–12.0 µm) obtained
with the ISOCAM camera on board the ISO satellite. It shows the emission of dust condensed
from the gas ejected by the explosion. This dust contains silicates (see Lagage et al. [296],
Arendt et al. [11] and Douvion et al. [130]). (Documents NASA, and courtesy P.-O. Lagage)



432 Color Plates · Plate 28

Plate 28. The remnant of the Tycho Supernova in X-rays

The explosion of this supernova was reported by Tycho Brahé in 1572. Its X-ray emission is
dominated by the thermal radiation from the ejecta heated by shocks. To the right, an X-ray
spectrum obtained with three different spectrographs of the EPIC instrument on board XMM–
NEWTON: MOS 1 (green), MOS 2 (red) et PN (black) (more detailed spectra at low energy
are shown below). The most important lines are identified. The line marked “Si” is a blend of
the triplet of Si xiii between 1.67 and 2.00 keV. In the image at the top left, the contours in
this blend are superimposed on an image of the X continuum between 4.5 and 5.8 keV. The
spherical shell structure is conspicuous, but there are differences between the distributions of
the continuum and the lines. The continuum image is more regular and more extended than
that of the lines. This continuum is interpreted as the emission from the shocked interstellar
gas. The structure seen in the lines probably results from Rayleigh–Taylor instabilities at the
contact discontinuity between the ejected material and the ambient medium. In the image
at the bottom left, the contours correspond to the emission in the X-ray continuum between
4.5 and 5.8 keV, superimposed on the radio image observed at 22 cm with the Very Large
Array. These two emissions are limited to the same radius (taking into account the lower
angular resolution in X-rays), but the radio emission is correlated with the line emission
(compared to the upper image), confirming the importance of Rayleigh–Taylor instabilities
in the acceleration of relativistic electrons and/or in the amplification of the magnetic field.
(From Decourchelle et al. [115], with the permission of ESO)
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Plate 29. The bubble N 70 in the Large Magellanic Cloud

This composite image was obtained with one of the 8-m unit telescopes of the Very Large
Telescope of the European Southern Observatory. It results from the combination of images
in B (blue), V (green) and in the Hα line (red). The image dimensions are 6.8′ × 6.8′, or
103 × 103 pc at the distance of 52 kpc. The filamentary structure of this bubble is spectacular.
It is ionized by the radiation of many young, hot stars present in the field, but these stars
cannot be those which have (perhaps) produced the bubble. The small red object to the top
left of the image is probably a compact H ii region. (Document ESO Education and Public
Relations Department)
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Plate 30. The Trapezium region in the Orion Nebula

In this image obtained with the Wide Field & Planetary Camera of the Hubble Space Telescope,
we see the four hot stars which ionize the H ii region (see also Plate 32). North is at about 45◦
anticlockwise from the top of the image. The star at the bottom right, θ1C Orionis (O6pe), is
more luminous and hotter than the others. The diffuse filamentary structures are due to the
emission from the ionized gas. Notice the many small-diameter objects with tails pointing
away from the star. They are protostellar disks which are evaporating under the effects of
the intense UV radiation of the star. Such objects are often called cometary nebulae. North
is approximately at 45◦ from the top, anticlockwise. (Document J. Bally, D. Devine and R.
Sutherland, NASA–HST)
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Plate 31. The Orion Nebula and its cluster of young stars in the infrared

The appearance of the Orion Nebula in the infrared is very different from its appearance in the
visible (Plates 9 and 30). This composite image has been obtained with one of the 8-m unit
telescopes of the Very Large Telescope of the European Southern Observatory in the JS (1.24
µm, blue), H (1.65 µm, green) and KS (2.17 µm, red) bands. It reveals a rich cluster of about
1 000 young stars, aged about 1 million years. Some are very reddened, even in the infrared.
Only the brightest stars, in particular the four Trapezium stars (see Plate 30), are easily visible
optically. The others are either buried in the emission of the H ii region or in the light scattered
by dust, or extinct due to the residual dust of the regions where they formed. In the infrared the
emission of the ionized gas is essentially free–free and free–bound, with a weak contribution
of some lines. Note the Orion bar, a photodissociation region which crosses the field at the
bottom left and separates the H ii region from a molecular cloud. In this region as elsewhere,
the diffuse emission is due to the ionized gas. Also note the many regions of absorption due to
condensations of matter which could form new stars. (Document ESO Education and Public
Relations Department)
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Plate 32. Chimneys and mushrooms emerging from the galactic disks

To the right, six 21-cm line velocity channel maps of the galactic bubble and chimneys GSH
277+00+36, located at a distance of about 6.5 kpc. The observations are from the Australia
Telescope Compact Array (ATCA). The gray scale is linear and runs from 0 to 80 K as shown
on the wedge at the left. The LSR velocity of each channel in km s−1 is given for each image.
The coordinates are galactic. Note the empty bubble at the centre and several chimneys on
either side of the galactic disk which appear to open into the halo.

To the left, an astonishing structure in our Galaxy which reminds us of the atomic
mushrooms formed by aerial explosions of A or H bombs. It was discovered during the 21-cm
line Canadian Galactic Plane Survey. The image shows the distribution of atomic hydrogen
and extends from galactic latitudes −1◦ (bottom) to −6.5◦ (top). The galactic longitude of
the middle of the image is 124◦. At the assumed distance of 3.8 kpc, that of the Perseus arm
in this direction, the cloud extends at least to 350 pc from the galactic plane. While it is clear
that this ascending structure is due to supernova explosions which have pushed the gas out
of the galactic plane, the details are uncertain. A possibility is that a supernova explosion at
some distance from the plane creates a bubble of hot gas which rapidly rises. This bubble
leaves behind a rarefied zone into which the surrounding gas falls, forming the foot of the
mushroom. The bubble rises supersonically with respect to the gas at rest, it sweeps up this gas
in the snowplough regime behind a radiative shock, while slowing down (see Sect. 12.1.3) and
forming the head of the mushroom. The other structures arise from the interactions between
the different components (cold, warm and hot) of the ambient gas and the magnetic field. This
is a somewhat more complex equivalent of what occurs in an atomic explosion mushroom
cloud. (From McClure-Griffiths et al. [355] and English et al. [167])



Color Plates · Plate 32 437



Printing: Mercedes-Druck, Berlin
Binding: Stein + Lehmann, Berlin



ASTRONOMY AND
ASTROPHYSICS  LIBRARY

Series Editors: I. Appenzeller · G. Börner · A. Burkert · M.A. Dopita
T. Encrenaz · M. Harwit · R. Kippenhahn · J. Lequeux
A. Maeder · V. Trimble

The Stars By E. L. Schatzman and F. Praderie
Modern Astrometry 2nd Edition
By J. Kovalevsky
The Physics and Dynamics of Planetary
Nebulae By G.A. Gurzadyan
Galaxies and Cosmology By F. Combes, P.
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